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Abstract: Estimators are essential to sampling theory because they allow researchers and statisticians to calculate 
estimates of population parameters from observed data. In every survey activity, the experimenter aims to use methods 
that will improve the precision of population parameter estimations throughout both the design and estimation phases. 
When auxiliary data is used in the estimating, design, or both processes, these estimated precisions can be attained. By 
linearly merging the central value of the data under consideration with the skewness coefficient provided by Karl 
Pearson, this study created a new, improved predictor for calculating the average of a population. Estimators are crucial 
to sampling theory because of their capacity to produce estimates of population parameters from observed data. 

In this work, a novel modified ratio-type estimator was constructed by linearly merging Karl-Pearson's coefficient of 
skewness with the median value. Simple random sampling (SRS) was the technique employed in this present study. We 
conduct a numerical analysis from the standpoint of real estate. Additionally, we do some real data analysis on two 
distinct cancers: the brain tumor dataset and the breast cancer dataset. The results of the simulation study, real data 
application in the medical field, and numerical investigation show that the suggested estimator achieves lower error 
when the median value and Karl Pearson's coefficient of skewness are combined. Furthermore, compared to the other 
estimators under consideration, the one proposed in this study achieves better precision.  

Keywords: Ratio-estimator, Simple Random Sampling, Mean Square Error. 

INTRODUCTION 

Sampling theory is the foundation for concluding 
about populations from sample data in statistical 
analysis. The application of sampling techniques can 
result in speedier outcomes, greater scope, greater 
precision, and cost savings. The process you use to 
choose your samples is known as sampling design. 
When choosing your survey sample, you can use any 
of the many different types of sampling designs as a 
reference. We suggested an estimator in this study's 
simple random sampling approach. Every member of 
the population has an equal probability of being 
selected using a straightforward random sampling 
technique. Estimators are essential tools that enable 
practitioners and researchers to draw insightful 
inferences from sparse data. A ratio estimator is one 
specific type of estimator in survey sampling that was 
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introduced in the first study [18] to show how having 
auxiliary information might improve efficiency when 
computing the population mean. The estimation 
method described in [18] is more beneficial when the 
correlation between the primary variable and the 
associated variable is greater and non-negative. 

Using a known variation coefficient of the 
associated variable, [1] proposed a modified ratio 
estimator. They develop their ratio-type estimators by 
taking into consideration the kurtosis coefficient and the 
coefficient of variation [3]. The ratio estimators were 
applied to a study on apple productivity by [4]. They 
came to the conclusion that the classical ratio estimator 
is the most successful of all the estimators used in the 
comparison analysis. An estimate created by [5] for 
ratios was given using a known correlation value. 

The problem of calculating the population mean of 
the study variate was addressed by a ratio estimator 
developed by [8] using the coefficient of variation of an 
auxiliary character. A modified ratio estimate created by 
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[9] is based on the correlation coefficient and takes into 
account the estimators of [3]. An estimate developed 
by [2] provides a class of ratio-type estimators of the 
population means in finite population sample surveys 
using Simple Random Sampling (without replacement) 
when data on an auxiliary variate positively associated 
with the research variable is available. Auxiliary data is 
used in SRS design by a family of estimators created 
by [10]. [11] proposed some ratio-type estimators for 
the population mean based on the skewness coefficient 
of the connected variable. Inspired by [7, 12] provided 
some effective sampling techniques to estimate the 
population mean of the research variable in a finite 
population by using the kurtosis coefficient of the 
associated variable. [13] Introduced an alternative ratio 
estimator by constructing a linear mixture of the 
estimators in [5] and [6]. The estimators developed by 
[14] combine data on sample size, kurtosis coefficients, 
and non-traditional metrics with quartile deviation that 
is not impacted by outliers to provide an estimator with 
higher precision. A generalized family of Exponential 
Factor-Type Estimators for the Population Distribution 
Function was developed by [15] using dual estimator 
auxiliaries. [16] used the Simple Random Sampling 
technique to offer a composite class of ratio estimators 
for the population mean of a study variable. In [20], a 
log-type of ratio estimators is proposed for estimating a 
population's finite mean. Three alternative estimators 
are tested using the SRS technique in a simulation in 
[17]. [23] used their estimators to support their 
theoretical results in four numerical examples from 
agricultural, biomedical, and power engineering, 
extending survey sample theory by developing new 
estimators with two auxiliary variables. [24] 
Recommended an estimator and shown its use in 
economics, medicine, and demographic studies.  

In this study, we employ the median and Karl 
Pearson's coefficient of skewness to improve the 
accuracy of the proposed estimator, particularly when 
handling outliers or skewed data. In situations where 
the data was not symmetrically distributed, the 
coefficient of skewness reduced bias by accounting for 
distributional asymmetry. Compared to traditional 
estimation methods which uses skewness and median 
in earlier studies, the estimator advised in this article 
became more robust to outliers by using the median, 
which is less prone to extreme values than the mean. 
This produced a more reliable estimate of central 
tendency. We demonstrated this by applying estimators 
to real data sets on brain tumor and breast cancer [21, 
22]. Both simulation and numerical research methods 

attest to the fact that this combination increases the 
estimator's effectiveness and makes it more 
appropriate for the use of the suggested estimator in 
real-world datasets. 

Notations and Terminology 

Consider a sample of size n drawn from the given 
N-unit population. Let Y be the value of the variable 
being investigated, and X be the associated variable 
under discussion.  

The formulas listed below provide the essential 
parameters and data for this inquiry. 

! =    !
!

!!!
!!   , the sample mean of the auxiliary variable 

(X). 

! =    !
!

!!!
!! , the sample mean of the study variable(Y). 

!!! =   
!

!!!
!! − ! !!

!!! , sample variance of X. 

!!! =   
!

!!!
!! − ! !!

!!! , sample variance of Y. 

!!" =
!

!!!
!! − ! !! − !!

!!! , sample covariance of X 
and Y 

Here !! and !! represent the !!!(i=1, 2, 3, …, n) 
units from the samples of the study and auxiliary 
variables, respectively 

! =    !
!

!!!
!!! , population average of Y. 

! =    !
!

!!!
!!! , population average of X. 

!!! =   
!

!!!
!! − ! !!

!!! , The variance of Y based on the 
population. 

!!! =   
!

!!!
!! − ! !!

!!! , variance of X based on the 
population. 

!!" =
!

!!!
!! − ! !! − !!

!!!   Covariance between X 
and Y based on the population. 

Here !! and !! represent the !!!(i=1, 2, 3, …, N) 
units from the populations of research and related 
variables, respectively 

And also 

 !!! =
!!!

!!
, !!! =

!!!

!!
, and !!" =

!!"
!!!!

 where !! = !"#$ !!! , 

!! = !"#$(!!!), !! = !"#$ !!!  and !! = !"#$ !!!  
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 !! ! = !(!!!)
(!!!)(!!!)

!!!!
!!

!
!
!!! − ! !!! !

!!! !!!
;  

!! ! = !
(!!!)(!!!)

!!!!
!!

!
,!

!!! !! is the sample standard 
deviation. 

the assumptions for the error terms are [19] 

! = (1 + !!)! and ! = (1 + !!)! 

For notation simplicity, let us take 

 !!! = ! !! = 0;   !(!!!) =   
!!!
!
!!! = ∆0;   ! !!!! =

!!!
!
!!"!!!! = ∆1 ;  

 ! !!! =    !!!
!
!!! =   ∆01;   ! =

!
!
 , denotes the finite 

population correction factor. 

Where n is the sample size and N is the population 
size. 

Existing Estimators 

1. The combined ratio estimator by [18] is defined as 

!! =   
!
!
!            (1)  

The MSE of (1) is 

!"# !! = !!!
!

!! !!! + !!! − 2!!"!!!!        (2)  

Also, the bias of (1) is 

! !! = !!!
!

! !!! − !!"!!!!           (3)  

2. When the variation coefficient is available, a 
modified ratio estimator [1] is suggested for !  !" 

!! = ! !!!!
!!!!

            (4) 

The MSE of (4) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!        (5)  

also, the bias of (4) is 

! !! = !!!
!

! !!
!!!! − !!!!"!!!!          (6)  

here !! =
!

!!!!
  ; 

3. A modified ratio estimator was proposed by [5] as 

  !! = ! !!!
!!!

            (7)  

The MSE of (7) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!        (8) 

Also, the bias of (7) is 

! !! = !!!
!

! !!
!!!! − !!!!"!!!!          (9)  

where !! =
!

!!!
 

here ! is the correlation coefficient. 

4. A ratio-type estimator was proposed by [3] is 
defined as 

!! = !
!!!  !!!(!)
!!!  !!!(!)

         (10) 

The MSE of (10) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!       (11) 

Also, the bias of (10) is 

B y! = !!!
!

Y θ!
!C!! − θ!ρ!"C!C!        (12) 

here !! =
!!!  

!!!  !!! !
; 

5. By switching the locations of the coefficient of 
variation and the coefficient of kurtosis, another 
ratio estimator proposed by [3] as  

!! = !
!!!(!)!!!
!!!(!)!!!

         (13) 

The MSE of (13) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!      (14)  

Also, the bias of (13) is 

! !! = !!!
!

! !!
!!!! − !!!!"!!!!        (15) 

 where !! =
!!!(!)

!!!(!)!!!
; 

6. A ratio-type estimator was suggested by [11] as 

!! = !
!!!!(!)
!!!!(!)

         (16) 

The MSE of (16) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!        (17) 
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Also, the bias of (16) is 

B !! = !!!
!

! !!
!!!! − !!!!"!!!!       (18) 

where  !! =
!

!!!!(!)
;  

7. A ratio-type estimator was suggested by [11] as 

y! = y
!!! ! !!! !
!!! ! !!! !

        (19) 

The MSE of (19) is 

MSE !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!       (20) 

Also, the bias of (19) is 

B !! = !!!
!

! !!
!!!! − !!!!"!!!!       (21) 

where !! =
!!! !

!!! ! !!! !
;   

8. Based on t6he coefficients of variation and 
skewness [11] provided the following estimator 

!! = !
!!!!!! !
!!!!!! !

         (22) 

The MSE of (22) is 

!"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!       (23) 

Also, the bias of (22) is 

! !! = !!!
!

! !!
!!!! − !!!!"!!!!       (24) 

Where !! =
!!!

!!!!!! !
  ; 

Proposed Estimator 

In this paper, we suggest an estimator that 
combines the median of the auxiliary variable and Karl 
Pearson's coefficient of skewness in a linear fashion. 
Since the median more accurately depicts the middle of 
a data collection than the mean, particularly in cases 
when the data is skewed or contains outliers, the 
median is a crucial indicator of central tendency, and it 
is less impacted by extreme numbers at either end of 
the data set. Karl Pearson’s coefficient of skewness 
measures the asymmetry of a probability distribution 
and helps you understand the strength and direction of 
skewness in a sample distribution. The value of the 
coefficient of skewness can range from -3 to +3 and 
can be defined as 

Positive value: The distribution is skewed to the right. 

Negative value: The distribution is skewed to the left. 

Value of 0: The distribution is symmetric. 

The suggested estimator is defined as 

!! =   !
!!!!!!
!!!!!!

          (25) 

where  !! =   
!(!!!!)

!!
; ! is the mean of the auxiliary 

variate;  

!! is the population standard deviation of the 
auxiliary variable, and !! is the median of the auxiliary 
variable. When a data collection is organized in either 
ascending or descending order, the median is the 
midway value. Whether the data set has an odd or 
even number of values determines the formula for 
calculating the median. 

If n=even, then !!   = value at the position !!!
!

  

If n=odd, then !!   = 
!"#$%  !"  !"#$%$"&   !! !  !"#$%  !"  !"#$%$"&   !!!!

!
 

The suggested ratio estimate's MSE is provided by  

!"#(!!) =   !(!! − !)!  

!"# !! = !(   ! !!!!!!
!!!!!!

!
− !)!  

Now, consider error terms in place of !  and !, 
where ! = 1 + !! ! and ! = (1 + !!)  ! 

!"#(!!)   =   !   (1 + !!)!   
!!!!!!

   !!!! !!!!!!

!
− !

!
  

 = !   (1 + !!)!   
!!!!!!!!!!!!!

  !!!!!!

!
− !

!
 

 = ![(1 + !!)  !(  !!! +!!)(  !!! +!!)!!  (1 + !!!!)! − !]! , 

 = ![(1 + !!)  !  (1 + !!!!)! − !]!  

where !! =
!!!

!!!!!!
 

using the Binomial expansion of the terms (1 + !!!!)! 
we have  

 = ![(1 + !!)  !(1 + !!!!! +
! !!!
  !

!!!!!!) − !]!  

=![  !(1 + !!!!! +
! !!!
  !

!!!!!! + !! +   !!!!!!!) − !]!  

By neglecting the higher-order terms and cancelling 
the like-terms, we get 
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!"#(!!) = !! !!!(!!
!)!!! + !(!!

!) + 2!(!!!!)!!    (26)  

!"#(!!) = !! !!∆1!!! + ∆0 + 2!∆01!!   

To optimize the value of !, Differentiate (26) 
concerning ‘!′ and equate it to zero, then we get 

! !"# !!
!  !

= 0 

! =
−!!!!
!!!!!

 

Also, the bias of the proposed ratio estimate can be 
defined as  

 !(!!) =   !(!!) − ! 

  = ![!(1 + !!!!! +
! !!!
  !

!!!!!! + !! +   !!!!!!!] − ! 

! !! = !
! ! − 1

  2
!(!!!)!!! +   !!(!!!!)!!  

! !! = ! ! !!!
  !

∆1!!! +   !∆01!!         (27)  

where !! =
!!!

!!!!!!
, where !!  is Karl Pearson’s 

coefficient of skewness of an auxiliary variate. 

Theoretical Comparisons 

The MSE of the suggested ratio estimator is 
contrasted with the MSE of the other estimators 
discussed in this article in this section: Using the 
suggested ratio-type estimator to compare (2), that is 

!"# !! −!"# !! < 0        (28) 

By solving the above equation, we get  

!!" >
(!!!!)  !!

!!!
          (29)  

On comparing !"# !! , (i = 2,3, …, 8.) with !"# !!  

The MSE of other ratio-type estimators under this 
article is given by  

 !"# !! = !!!
!

!! !!! + !!
!!!! − 2!!!!"!!!! , ! =

2,3,…,8. 

 !"#(!!)   =
!!!
!

!! !!! + !!
!!!! − 2!!!!"!!!!  

!"# !! −!"# !! < 0, ! = 2,3,… ,8.     (30) 

By solving the above equation (14) we get 

!! + !! !! − 2!!"!! < 0, i = 2,3,… ,8.  

2!!"!! >    !! + !! !! , ! = 2,3,… ,8.  

!!"   <
(!!!!!)  !!

!!!
, ! = 1,2,… ,8. 

!!"   >   !   !!
!!  

         (31) 

where ! = (!!!!!)  
!

, ! = 2,3,… ,8.  

when it met conditions (29) and (31), the suggested 
estimator !! It is more efficient than other estimators 
!!  , i = 1,2,…… ,8 .  

Table 1: Parameters and Constants of the Given Population 

Parameters notation Description of the parameter Constants of the population 

N Size of the population 50 

n Size of the sample 8 

! Mean of the auxiliary variable 878.16 

! Mean of the study variable 555.43 

! Population correlation coefficient between the auxiliary and study variable 0.8038 

!! The standard deviation of the auxiliary variable of the population 1073.776 

!! The median of the auxiliary variable of the population 452.517 

!! Coefficient of skewness of the auxiliary variable of the population 1.609783 

!! Coefficient of kurtosis of the auxiliary variable of the population 1.921544 

!! Karl Pearson's coefficient of skewness of the auxiliary variable 1.189194 

!! Coefficient of variation of auxiliary variable 1.23515 

!! Coefficient of variation of the study variable 1.05290 
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Numerical Study 

We have considered the population provided in [19] 
to evaluate the performance of the proposed modified 
ratio estimators with the other ratio estimators covered 
in this article. Mainly, the numerical study focuses on 
the mean estimation of loans for non-real estate based 

on the auxiliary information provided by loans of real 
estate. We plot the line charts, Graphs 1 and 2, based 
on the MSE and PRE values provided in Table 2. 

The formula for Percentage Relative Efficiency 
(PRE) is given by 

Table 2: The Values for the Constants !, Mean Square Error, Bias, and Percentage Relative Efficiency 

Name of the Estimator Values of ! Bias Mean Square Error PRE 

 !! - 28.00942 17606.43734 - 

  !! 0.99860 27.84582 17562.97429 100.24747 

!! 0.99823 27.80264 17577.93 100.31289 

!! 0.99927 27.92407 17551.48 100.3105 

!! 0.99909  27.90304 17583.61 100.128 

!! 0.99817 27.79564 17538.65 100.32350 

!! 0.99864 27.85049 17564.21340 100.24040 

!! 0.99852 27.83648 17560.34 100.26161 

 !!  *0.69768  *0.77515 *12708.95 *138.535 

 

 
Graph 1: Line plot to represent the MSE values of estimators. 

 

 
Graph 2: Line plot to represent the PRE values of estimators. 
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PRE (!!, !!) = !"#(!!)
!"#(!!)

 × 100; i = 2,3,4,5,6,7,8, p. 

Calculated numerical results of the estimators in this 
article are given in Table 2 and are calculated by using 
the constants provided in Table 1. 

A Real Data Study 

These days, a variety of cancers affect people. One 
of the aspects involved in determining the average 
number of fatalities from various cancer kinds is the 
estimation of deaths based on several auxiliary 
variables, such as the number of cases, tumor size, 
and survival. We present a real-world case study on 
datasets related to brain tumors [22] and breast cancer 
[21] in this article. 

 For dataset I, we used estimated deaths as the 
study variable (Y) and breast cancer cases as a related 
variable (X). Upon examining this dataset, we find a 
strong correlation between the impacted instances and 
patient fatalities. On the other hand, dataset II presents 
a realistic scenario about the number of fatalities from 
brain cancer (Y) according to tumor size (X). 

A Simulation Approach 

The study's primary focus is on how the degree of 
correlation between the study & the associated variable 
improves population mean estimation. To improve the 
robustness of the suggested estimator, we tested its 
effectiveness by creating synthetic data with a sample 
size of 1000 drawn from a population of size (N) 
100,000 and simulating this data 10,000 times. Tables 

Table 3: Required Data Statistics Analyzed from [21] and [22] 

parameters Data set I [21] Data set II [22] 

N 500 1000 

n 100 150 

! 104141.8 1.553544 

! 19379.86 71.45935944 

! 0.8 0.031599032 

!! 61070.46323 0.821487 

!! 101361.5 1.572667 

!! 0.070293804 -0.03328 

!! -1.09114146 -1.10258 

!! 0.13658 -0.06983 

!! 0.58641623 0.528782 

!! 0.586430417 0.243945 

 
Table 4: Calculated MSE and PRE Values Based on Table 3 

Name of the Estimator 
Data set-I Data set-II 

MSE values PRE values MSE values PRE values 

 !! 413307.8 100 9.577047 100 

 !! 413305.5 100.0006 6.049487 158.3117 

!! 413304.7 100.0008 9.262387 103.3972 

!! 413315.2 99.99821 71.51413 13.39183 

!! 413310 99.99948 18.31133 52.3012 

!! 413312.2 99.99895 96.93026 9.880349 

!! 413369.5 99.98509 1.727655 554.3381 

!! 413307.4 100.0001 10.26478 93.30008 

 !! 371986 111.1084 1.720268 556.7184 
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5 and 6 present the MSE results based on various 
correlation coefficients. 

CONCLUSIONS 

We suggested a ratio-type estimator in Simple 
Random Sampling based on the median of an auxiliary 
variable and Karl Pearson's coefficient of correlation. 
Although there is bias in the suggested estimate, it is 
significantly less than that of other estimators. 
Descriptive statistics measures, such as the average, 
median, and standard deviation, serve as the 
foundation for the proposed estimate. Using the Mean 
Squared Error (MSE) equations and the biases of the 
proposed estimator and other estimators in this work, 
we calculate the MSE and PRE values. The MSE and 
PRE of the proposed estimate are compared with those 
of competing estimators in this study. By generating 
lower MSE and better PRE values, the proposed 

estimator satisfies the efficiency criteria listed in the 
section on efficiency comparisons.  

We tested the proposed estimator, along with many 
conventional estimators, on a real estate loan dataset 
to see how it might work in practice. To establish its 
medicinal relevance, we conducted additional empirical 
analyses on brain tumor and breast cancer datasets. 
These applications demonstrate the estimator's ability 
to handle skewed distributions common in clinical and 
epidemiological data. To back up the theoretical 
findings, we ran a simulation study that demonstrated 
the suggested estimator's higher accuracy and 
efficiency under a variety of distributional scenarios. 
The results show that our estimator outperforms the 
alternatives tested, particularly in circumstances 
involving asymmetry or outliers. Given its ability to 
handle skewed data, we believe our estimator will be 
especially beneficial in medical research situations 

Table 5: Calculated MSE Values Based on Correlation Coefficients 

Name of the 
Estimator 

 Values of MSE based on the correlation coefficient 

!=0.5 !=0.6 !=0.7 !=0.8 !=0.9 

 !! 62.55599 53.26847 43.67183 32.85686 19.75593 

 !! 62.41666 53.14143 43.55778 32.75951 19.68247 

!! 62.4355 53.13663 43.53389 32.72235 19.64175 

!! 61.81134 52.58909 43.06317 32.33785 19.36432 

!! 62.47854 53.19786 43.60842 32.80271 19.71508 

!! 62.55545 53.26811 43.67135 32.85656 19.75582 

!! 134539 1853.048 1318.678 2211.328 7825.543 

!! 62.55534 53.26811 43.67124 32.85655 19.75591 

 !! 18.70694 16.63058 14.20892 11.28086 7.347708 

 

Table 6: Calculated PRE Values Based on Correlation Coefficients 

Name of the 
Estimator 

 Values of MSE based on the correlation coefficient 

!=0.5 !=0.6 !=0.7 !=0.8 !=0.9 

 !! 100 100 100 100 100 

 !! 100.2232 100.2391 100.2618 100.2972 100.3732 

!! 100.193 100.2481 100.3169 100.4111 100.5813 

!! 101.2047 101.2919 101.4134 101.605 102.0223 

!! 100.124 100.1327 100.1454 100.1651 100.2072 

!! 100.0009 100.0007 100.0011 100.0009 100.0006 

!! 0.046497 2.874641 3.311789 1.485843 0.252454 

!! 100.001 100.0007 100.0014 100.0009 100.0001 

 !! 334.3999 320.3043 307.355 291.262 268.872 
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such as rare illness investigations, survival analysis, 
and biomarker-driven estimation, where traditional 
mean-based approaches may fall short. Moving 
forward, we propose additional study and potential 
collaborations with medical researchers to use our 
estimator in real-world healthcare applications such as 
clinical trials and public health surveys with small or 
stratified samples. 
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