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Abstract: In clinical practice the event of interest does not always occur equally across the study time period. Depending
on the disease being investigated, the event that is of interest can occur intensively in different periods of the follow-up
time. In such cases, choosing the correct survival comparison test has importance. This study aims to examine and
discuss the results of survival comparison tests under some certain circumstances. A simulation study was conducted.
We discussed the result of different tests such as Logrank, Gehan-Wilcoxon, Tarone-Ware, Peto-Peto, Modified Peto-
Peto tests and tests belonging to Fleming-Harrington test family with (p, q) values; (1, 0), (0.5, 0.5), (1, 1), (0, 1) ve (0.5,
2) by means of Type | error rate that obtained from simulation study, when the event of interest occurred intensively at
the beginning of the study, in the middle of the study and at the end of the study time period. As a result of simulation
study, Type | error rate of tests is generally lower or higher than the nominal value. In the light of the results, it is
proposed to re-examine the tests for cases where events are observed intensively at the beginning, middle and late
periods, to carry out new simulation studies and to develop new tests if necessary.
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1. INTRODUCTION

In medicine, studies, especially clinical studies,
mostly investigate whether a new drug, a new
treatment, a new procedure is better than the current
methods. In these studies, in addition to the short-term
results of the method, the results such as long-term
mortality and morbidity are also very important. For
instance, in a study of chronic kidney disease, a
researcher might want to investigate the survival
probability in chronic kidney disease patients with and
without dialysis. The event of interest in such a study
has two options: survival or death. In such cases,
researchers care about patient's survival time under a
particular treatment or certain conditions. The data
obtained in this type of study is called survival data.
The methods applied for survival data belong to
survival analysis topic. Survival analysis is performed
to determine the survival probability, to compare
survival rates of different groups, or to examine the
effect of treatment types and other factors on the
survival time until the occurrence of the event of
interest (death, disease, recurrence etc.) within a
certain follow-up period [1].

In survival analysis, survival function which is
expressed as a percentage of individuals who are alive
up to or more than a specific time t, or a survival curve
which is the plot of this function are used [1].
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It is fairly easy to estimate the survival function
when all the individuals in a study are observed until
the end of the study period. However, most clinical
trials are completed within a certain time period, and
throughout this period it is not always possible to
observe all individuals until the event of interest occurs.
In such cases, censored data comes to exist. Some
special methods have been developed to estimate the
survival function in the presence of censored data. One
of these methods is the “Life Table” method, and the
other is “Kaplan-Meier Product Limit” method [1-2].

While it is important to estimate the survival
probability of a specific group, it is quite common in
clinical research to compare survival curves of two or
more groups. Although there are many tests which are
developed to compare survival curves of the groups in
the presence of censored data, in the literature, in
practice the most frequently used test is the logrank
test. The logrank test was proposed by Mantel and
Haenszel (1959) and was developed by Mantel (1966)
[3-4]. Then, Gehan (1965) presented a generalized
version of the Wilcoxon rank sum test for censored
data. Peto and Peto (1972) and Tarone and Ware
(1977) proposed specific tests for censored data.
Fleming and Harrington (1981) and Harrington and
Fleming (1982) developed weighted logrank statistics
[5-9].

The logrank test gives equal weights across all time
periods [10-11]. On the other hand, in clinical practice
the event of interest does not always occur equally
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Table 1: Survival Comparison Tests and their Test Statistics with Explanations

Test

Test Statistic

Explanation

Logrank

2

Equal weights across all times.

Gehan Generalized
Wilcoxon

rd,(r—d)
2

l/ 2/

(-1

Places very heavy weight on
hazards at the beginning of the
study.

Tarone-Ware

E,-\/Z di/_dj:i

Ek rind,(r=d))
s = 1)

Places heavy weight on hazards at
the beginning of the study.

Peto-Peto

2

Places a little more weight on
hazards at the beginning of the
study.

Modified Peto-Peto

2

~ }'l
E_I_S(rj)rj/(rjn) dlj—djr—’

J

di(r;-d))

K 2 It
RN GAGRIGERY RN T2

T (rj -1)

Places a little more weight on
hazards at the beginning of the
study.

Fleming-Harrington
(p, q)
F-H (1,0)
F-H (0.5,0.5)
F-H (1,1)
F-H (0,1)
F-H (0.5,2)

2

Q S T
EjS(t D =8a, ) |dy —d,

J

r,d;(r;

E 8@, - S(rj,)]‘””z’i

; (rj -1

Places weight on hazards at the
beginning of the study.
Places weight on hazards in the
middle of the study.
Places weight on hazards in the
middle of the study.
Places weight on hazards at the
end of the study.

Places weight on hazards at the
end of the study.

f;, survival time.

d;; number of individuals who experience the event in group i at time j.
d;, total number of individuals in both groups who experience the event.

rj, number of individuals at risk in group i at time j.
r;, total number of individuals at risk at time j.

ryj, number of individuals at risk in group 7.

rz, number of individuals at risk in group 2.

A d
sw=1] (l - —’) , Kaplan-Meier estimator of survival function.

P

7

seo-I1, |

across the study time period. Depending on the
disease being investigated, the event that is of interest

El ] , @ modification of Kaplan-Meier estimator.
+

In literature, there are studies which examine the
performance of survival comparison tests. In these

can occur intensively in different periods of the follow- studies, simulations have been carried out and

up time. In such cases, choosing the correct test has

importance.

generally comparisons are made in terms of power,

and some studies have also used the Type | error rate
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for comparison [5, 11-13]. The nominal value for Type |
error rate was considered as 0.05.

In our previous study, we examined the survival
comparison tests in regard to Type | error rates with
right-censored data in some defined particular cases
with events spread equally during the follow-up time
[14]. In present study, by using the same defined
cases, we conducted a simulation study and examined
and discussed the different test results when the event
of interest occurred intensively at the beginning of the
study, in the middle of the study and at the end of the
study time period.

2. MATERIAL AND METHODS

In this study, in order to examine survival
comparison tests, a simulation study with 500
replicates was conducted and type | error rates were
obtained and assessed.

The survival comparison tests we used are
summarized briefly in Table 1 with their test statistics
and short explanations [6-7, 13, 15-17].

The simulation study was conducted for four
different sample sizes, 10, 30, 50 and 100, and the
event of interest was placed intensively at the
beginning of the study, at the end of the study and in
the middle of the study time period. While generating
the survival data, simulation studies in the literature
were reviewed. For exponential distribution the scale
parameter was selected as = 0.5, 1, 1.5; for Weibull
distribution the shape parameter was a= 1, 2, 3 and the
scale parameter was = 1.5, 2.5, 3.5; for lognormal
distribution the shape parameter was o= 1, 2, 3 and the
scale parameter was m= 0; for inverse Gaussian
distribution the location parameter was p= 0.5 and the
scale parameter was A= 1, 2, 3.

The status variable was generated with the same
sample sizes 10, 30, 50 and 100 and;

. in order to generate the status variable as it
would be when the event of interest was
intensively placed at the beginning of the study
time period, one-third of the sample size had
0.75 binomial probability, while two-thirds of it
had 0.25 binomial probability.

. in order to generate the status variable as it
would be when the event of interest was
intensively placed in the middle of the study time
period, the first one-third of the sample size had

0.25 binomial probability, the middle one-third of
the sample size had 0.75 binomial probability
and the remaining one-third of the sample size
had 0.25 binomial probability.

i in order to generate the status variable as it
would be when the event of interest was
intensively placed at the end of the study time
period, the first two-thirds of the sample size had
0.25 binomial probability, while the remaining
one-third of it had 0.75 binomial probability.

Data were generated via R software version 3.0.3,
and for the survival curve comparisons NCSS version
07.1.5 was used. The WinAutomation program was
used for replications [18-20].

3. RESULTS

Type | error rates according to the simulation study
for the sample sizes of n=10, 30, 50 and 100 are given
in Tables 2, 3,4,5,6,7.

Graphs of Type | error rates according to different
sample sizes, different distributions and different tests
used were given in Figure 1.

4. DISCUSSION

In the literature, it is suggested that the logrank test
should be preferred if it is desired to give equal weight
to events occurring throughout the entire study period
in a study [21]. However, for this test, the hazard
functions of the groups are assumed to be proportional
across the time period of interest [10, 22-23]. As long
as the hazard ratios of only two groups are constant,
logrank is a strong test. However, when the assumption
of proportional hazards is violated, that is, when the
hazard functions of the groups overlap, the logrank test
loses power and the Gehan-Wilcoxon and Tarone-
Ware tests become stronger [7, 24]. Likewise, the
Peto-Peto test is more effective when the proportional
hazard assumption is not provided. When the Fleming-
Harrington test family is considered, they are the ones
that provide the most flexibility in adjusting weights
[25]. Fleming-Harrington tests are focused on tests that
are sensitive to conditions of overlapping hazard
functions [24].

In addition to the overlapping of hazard ratios issue,
depending on the disease being investigated, the event
of interest does not appear evenly throughout the
follow-up period, and it can occur intensely during
different periods of the study period. In these cases,
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Table 2: Type | Error Rates of Tests for Exponential Distribution with Different Parameters

Exponential (0.5) Exponential (1) Exponential (1.5)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests
n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0260 | 0.0120 | 0.0120 | 0.0180 | 0.0160 | 0.0140 | 0.0240 | 0.0040 | 0.0100 | 0.0060 | 0.0060 | 0.0080

Gehan-Wilcoxon | 0.0100 | 0.0000 | 0.0100 | 0.0100 | 0.0120 | 0.0160 | 0.0120 | 0.0020 | 0.0040 | 0.0080 | 0.0060 | 0.0080

Tarone-Ware 0.0160 | 0.0040 | 0.0100 | 0.0120 | 0.0100 | 0.0140 | 0.0100 | 0.0060 | 0.0060 | 0.0080 | 0.0080 | 0.0080

Peto-Peto 0.0200 | 0.0020 | 0.0100 | 0.0120 | 0.0120 | 0.0160 | 0.0140 | 0.0080 | 0.0060 | 0.0060 | 0.0080 | 0.0100

Mod. Peto-Peto | 0.0200 | 0.0020 | 0.0100 | 0.0120 | 0.0120 | 0.0160 | 0.0140 | 0.0080 | 0.0060 | 0.0060 | 0.0080 | 0.0100

F-H (1,0) 0.0240 | 0.0020 | 0.0100 | 0.0120 | 0.0120 | 0.0160 | 0.0140 | 0.0080 | 0.0080 | 0.0060 | 0.0080 | 0.0100
F-H (0.5, 0.5) 0.0360 | 0.0240 | 0.0200 | 0.0260 | 0.0300 | 0.0240 | 0.0280 | 0.0200 | 0.0220 | 0.0180 | 0.0140 | 0.0300
F-H(1,1) 0.0480 | 0.0340 | 0.0240 | 0.0380 | 0.0360 | 0.0400 | 0.0320 | 0.0320 | 0.0300 | 0.0240 | 0.0260 | 0.0360
F-H (0, 1) 0.0500 | 0.0420 | 0.0360 | 0.0380 | 0.0380 | 0.0440 | 0.0500 | 0.0420 | 0.0260 | 0.0240 | 0.0320 | 0.0420

F-H (0.5, 2) 0.0540 | 0.0600 | 0.0560 | 0.0420 | 0.0600 | 0.0480 | 0.0580 | 0.0460 | 0.0280 | 0.0340 | 0.0420 | 0.0380

When the Event of Interest Occurs in the Middle of the Study Period
Tests

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0340 | 0.0200 | 0.0200 | 0.0360 | 0.0380 | 0.0240 | 0.0280 | 0.0320 | 0.0420 | 0.0360 | 0.0480 | 0.0360
Gehan-Wilcoxon | 0.0540 | 0.0540 | 0.0520 | 0.0800 | 0.0580 | 0.0660 | 0.0660 | 0.0780 | 0.0620 | 0.0520 | 0.0920 | 0.0720

Tarone-Ware 0.0520 | 0.0340 | 0.0420 | 0.0620 | 0.0460 | 0.0460 | 0.0420 | 0.0540 | 0.0520 | 0.0420 | 0.0760 | 0.0520

Peto-Peto 0.0520 | 0.0440 | 0.0460 | 0.0700 | 0.0480 | 0.0480 | 0.0440 | 0.0640 | 0.0520 | 0.0440 | 0.0820 | 0.0600

Mod. Peto-Peto | 0.0540 | 0.0480 | 0.0460 | 0.0700 | 0.0520 | 0.0500 | 0.0440 | 0.0640 | 0.0540 | 0.0440 | 0.0840 | 0.0600

F-H (1,0) 0.0500 | 0.0440 | 0.0460 | 0.0720 | 0.0480 | 0.0500 | 0.0460 | 0.0620 | 0.0500 | 0.0420 | 0.0800 | 0.0580
F-H (0.5, 0.5) 0.0200 | 0.0120 | 0.0100 | 0.0120 | 0.0200 | 0.0100 | 0.0160 | 0.0160 | 0.0400 | 0.0240 | 0.0180 | 0.0100
F-H(1,1) 0.0200 | 0.0140 | 0.0100 | 0.0100 | 0.0240 | 0.0100 | 0.0180 | 0.0120 | 0.0280 | 0.0180 | 0.0120 | 0.0060
F-H (0, 1) 0.0180 | 0.0180 | 0.0180 | 0.0200 | 0.0260 | 0.0180 | 0.0180 | 0.0200 | 0.0280 | 0.0240 | 0.0200 | 0.0120

F-H (0.5, 2) 0.0180 | 0.0220 | 0.0260 | 0.0300 | 0.0260 | 0.0300 | 0.0200 | 0.0380 | 0.0240 | 0.0340 | 0.0360 | 0.0300

When the Event of Interest Occurs at the End of the Study Period
n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Tests

Logrank 0.1160 | 0.0880 | 0.0940 | 0.0840 | 0.1140 | 0.0720 | 0.0840 | 0.0940 | 0.1220 | 0.0860 | 0.1000 | 0.0960
Gehan-Wilcoxon | 0.0780 | 0.0540 | 0.0920 | 0.0700 | 0.0840 | 0.0840 | 0.0720 | 0.0800 | 0.0880 | 0.0760 | 0.0800 | 0.0960

Tarone-Ware 0.1020 | 0.0660 | 0.0920 | 0.0860 | 0.1000 | 0.0920 | 0.0780 | 0.0860 | 0.1040 | 0.0880 | 0.0940 | 0.1100

Peto-Peto 0.1020 | 0.0680 | 0.0980 | 0.1020 | 0.1040 | 0.0820 | 0.0920 | 0.1000 | 0.1080 | 0.0980 | 0.1080 | 0.1140

Mod. Peto-Peto | 0.0980 | 0.0680 | 0.1000 | 0.1000 | 0.0980 | 0.0920 | 0.0900 | 0.1000 | 0.0960 | 0.0980 | 0.1060 | 0.1100

F-H(1,0) 0.1040 | 0.0700 | 0.0980 | 0.1020 | 0.1040 | 0.0860 | 0.0900 | 0.1000 | 0.1100 | 0.0980 | 0.1080 | 0.1140
F-H (0.5, 0.5) 0.1380 | 0.1080 | 0.0960 | 0.0860 | 0.1340 | 0.0880 | 0.0840 | 0.0940 | 0.1380 | 0.0920 | 0.0980 | 0.0900
F-H(1,1) 0.1420 | 0.1040 | 0.0840 | 0.0720 | 0.1320 | 0.0880 | 0.0800 | 0.0880 | 0.1380 | 0.0920 | 0.0960 | 0.0800
F-H (0, 1) 0.1420 | 0.1140 | 0.0640 | 0.0660 | 0.1300 | 0.0900 | 0.0600 | 0.0620 | 0.1500 | 0.0920 | 0.0860 | 0.0620

F-H (0.5, 2) 0.1460 | 0.1080 | 0.0580 | 0.0540 | 0.1220 | 0.0940 | 0.0700 | 0.0560 | 0.1540 | 0.0780 | 0.0820 | 0.0500
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Table 3: Type | Error Rates of Tests for Weibull Distribution with Different Parameters (1, 1.5; 1, 2.5; 1, 3.5)

Weibull (1, 1.5) Weibull (1, 2.5) Weibull (1, 3.5)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0180 | 0.0220 | 0.0200 | 0.0180 | 0.0080 | 0.0120 | 0.0160 | 0.0120 | 0.0280 | 0.0120 | 0.0160 | 0.0200

Gehan-Wilcoxon 0.0120 | 0.0120 | 0.0180 | 0.0100 | 0.0080 | 0.0060 | 0.0140 | 0.0100 | 0.0140 | 0.0080 | 0.0080 | 0.0080

Tarone-Ware 0.0100 | 0.0180 | 0.0160 | 0.0160 | 0.0080 | 0.0080 | 0.0140 | 0.0100 | 0.0180 | 0.0060 | 0.0100 | 0.0120

Peto-Peto 0.0120 | 0.0180 | 0.0180 | 0.0140 | 0.0100 | 0.0080 | 0.0160 | 0.0120 | 0.0200 | 0.0060 | 0.0120 | 0.0180

Mod. Peto-Peto 0.0120 | 0.0180 | 0.0180 | 0.0140 | 0.0100 | 0.0060 | 0.0140 | 0.0120 | 0.0180 | 0.0060 | 0.0120 | 0.0180

F-H (1, 0) 0.0120 | 0.0180 | 0.0180 | 0.0140 | 0.0080 | 0.0100 | 0.0160 | 0.0120 | 0.0220 | 0.0040 | 0.0120 | 0.0180
F-H (0.5, 0.5) 0.0280 | 0.0420 | 0.0160 | 0.0320 | 0.0120 | 0.0180 | 0.0180 | 0.0240 | 0.0320 | 0.0400 | 0.0160 | 0.0340
F-H(1,1) 0.0300 | 0.0520 | 0.0240 | 0.0400 | 0.0100 | 0.0260 | 0.0320 | 0.0320 | 0.0300 | 0.0480 | 0.0200 | 0.0380
F-H (0, 1) 0.0340 | 0.0520 | 0.0280 | 0.0480 | 0.0240 | 0.0240 | 0.0500 | 0.0380 | 0.0360 | 0.0700 | 0.0260 | 0.0560
F-H (0.5, 2) 0.0360 | 0.0660 | 0.0400 | 0.0620 | 0.0220 | 0.0280 | 0.0580 | 0.0400 | 0.0400 | 0.0760 | 0.0320 | 0.0700
Tests When the Event of Interest Occurs in the Middle of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0260 | 0.0320 | 0.0300 | 0.0280 | 0.0300 | 0.0300 | 0.0400 | 0.0260 | 0.0540 | 0.0280 | 0.0380 | 0.0440

Gehan-Wilcoxon 0.0580 | 0.0540 | 0.0520 | 0.0760 | 0.0460 | 0.0760 | 0.0820 | 0.0580 | 0.0680 | 0.0580 | 0.0660 | 0.0580

Tarone-Ware 0.0400 | 0.0460 | 0.0320 | 0.0520 | 0.0380 | 0.0460 | 0.0600 | 0.0460 | 0.0640 | 0.0360 | 0.0520 | 0.0520

Peto-Peto 0.0380 | 0.0520 | 0.0380 | 0.0600 | 0.0380 | 0.0460 | 0.0720 | 0.0480 | 0.0600 | 0.0420 | 0.0580 | 0.0580

Mod. Peto-Peto 0.0440 | 0.0520 | 0.0360 | 0.0620 | 0.0380 | 0.0480 | 0.0700 | 0.0460 | 0.0640 | 0.0440 | 0.0580 | 0.0580

F-H (1, 0) 0.0380 | 0.0520 | 0.0380 | 0.0600 | 0.0360 | 0.0460 | 0.0720 | 0.0480 | 0.0600 | 0.0400 | 0.0560 | 0.0580
F-H (0.5, 0.5) 0.0280 | 0.0140 | 0.0160 | 0.0140 | 0.0180 | 0.0100 | 0.0180 | 0.0140 | 0.0280 | 0.0060 | 0.0120 | 0.0200
F-H(1,1) 0.0260 | 0.0160 | 0.0120 | 0.0120 | 0.0140 | 0.0140 | 0.0100 | 0.0140 | 0.0200 | 0.0100 | 0.0180 | 0.0200
F-H (0, 1) 0.0260 | 0.0180 | 0.0260 | 0.0180 | 0.0200 | 0.0200 | 0.0200 | 0.0240 | 0.0220 | 0.0160 | 0.0200 | 0.0240
F-H (0.5, 2) 0.0220 | 0.0220 | 0.0320 | 0.0300 | 0.0220 | 0.0280 | 0.0300 | 0.0320 | 0.0240 | 0.0220 | 0.0340 | 0.0420
Tests When the Event of Interest Occurs at the End of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.2800 | 0.1160 | 0.1000 | 0.0920 | 0.1060 | 0.1180 | 0.1180 | 0.0780 | 0.0500 | 0.0860 | 0.1060 | 0.1000

Gehan-Wilcoxon 0.1800 | 0.1020 | 0.0780 | 0.0740 | 0.0720 | 0.0820 | 0.0900 | 0.0940 | 0.0400 | 0.0820 | 0.0960 | 0.0740

Tarone-Ware 0.2200 | 0.1120 | 0.0840 | 0.0880 | 0.0860 | 0.1000 | 0.1100 | 0.0860 | 0.0420 | 0.0900 | 0.1120 | 0.0900

Peto-Peto 0.2450 | 0.1160 | 0.0900 | 0.1000 | 0.0820 | 0.1100 | 0.1160 | 0.0960 | 0.0420 | 0.0980 | 0.1140 | 0.1040

Mod. Peto-Peto 0.2300 | 0.1180 | 0.0960 | 0.1020 | 0.0860 | 0.1080 | 0.1160 | 0.0960 | 0.0420 | 0.0980 | 0.1120 | 0.1060

F-H (1,0) 0.2450 | 0.1180 | 0.0920 | 0.1000 | 0.0820 | 0.1100 | 0.1160 | 0.0960 | 0.0420 | 0.0940 | 0.1140 | 0.1040
F-H (0.5, 0.5) 0.3150 | 0.1080 | 0.1040 | 0.0960 | 0.1200 | 0.1140 | 0.1060 | 0.0680 | 0.0560 | 0.0940 | 0.1020 | 0.1180
F-H(1,1) 0.3100 | 0.1020 | 0.0920 | 0.0900 | 0.1340 | 0.1100 | 0.0920 | 0.0680 | 0.0460 | 0.0860 | 0.0880 | 0.1180
F-H (0, 1) 0.3450 | 0.0980 | 0.0960 | 0.0940 | 0.1380 | 0.1140 | 0.0840 | 0.0620 | 0.0460 | 0.0880 | 0.0760 | 0.0860

F-H (0.5, 2) 0.3250 | 0.0960 | 0.0820 | 0.0860 | 0.1300 | 0.1060 | 0.0780 | 0.0620 | 0.0520 | 0.0820 | 0.0660 | 0.0740
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Table 4: Type | Error Rates of Tests for Weibull Distribution with Different Parameters (2, 1.5; 2, 2.5; 2, 3.5)

Weibull (2, 1.5) Weibull (2, 2.5) Weibull (2, 3.5)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0120 | 0.0180 | 0.0160 | 0.0140 | 0.0160 | 0.0360 | 0.0120 | 0.0160 | 0.0260 | 0.0220 | 0.0160 | 0.0080

Gehan-Wilcoxon 0.0140 | 0.0080 | 0.0080 | 0.0100 | 0.0100 | 0.0160 | 0.0120 | 0.0200 | 0.0060 | 0.0180 | 0.0120 | 0.0080

Tarone-Ware 0.0140 | 0.0080 | 0.0120 | 0.0100 | 0.0160 | 0.0200 | 0.0100 | 0.0080 | 0.0140 | 0.0240 | 0.0100 | 0.0080

Peto-Peto 0.0140 | 0.0100 | 0.0100 | 0.0120 | 0.0160 | 0.0220 | 0.0120 | 0.0080 | 0.0160 | 0.0260 | 0.0120 | 0.0100

Mod. Peto-Peto 0.0140 | 0.0080 | 0.0100 | 0.0100 | 0.0140 | 0.0220 | 0.0120 | 0.0060 | 0.0160 | 0.0260 | 0.0120 | 0.0100

F-H (1, 0) 0.0140 | 0.0100 | 0.0100 | 0.0120 | 0.0180 | 0.0220 | 0.0120 | 0.0080 | 0.0160 | 0.0260 | 0.0120 | 0.0100
F-H (0.5, 0.5) 0.0240 | 0.0200 | 0.0240 | 0.0180 | 0.0280 | 0.0520 | 0.0160 | 0.0160 | 0.0340 | 0.0260 | 0.0220 | 0.0080
F-H(1,1) 0.0340 | 0.0200 | 0.0360 | 0.0260 | 0.0400 | 0.0620 | 0.0180 | 0.0320 | 0.0440 | 0.0420 | 0.0360 | 0.0200
F-H (0, 1) 0.0360 | 0.0300 | 0.0540 | 0.0320 | 0.0380 | 0.0640 | 0.0320 | 0.0380 | 0.0460 | 0.0540 | 0.0440 | 0.0260
F-H (0.5, 2) 0.0420 | 0.0440 | 0.0600 | 0.0400 | 0.0320 | 0.0800 | 0.0340 | 0.0440 | 0.0420 | 0.0580 | 0.0560 | 0.0400
Tests When the Event of Interest Occurs in the Middle of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0380 | 0.0360 | 0.0240 | 0.0340 | 0.0440 | 0.0360 | 0.0240 | 0.0280 | 0.0360 | 0.0320 | 0.0220 | 0.0320

Gehan-Wilcoxon 0.0520 | 0.0780 | 0.0700 | 0.0780 | 0.0640 | 0.0700 | 0.0820 | 0.0660 | 0.0460 | 0.0840 | 0.0540 | 0.0640

Tarone-Ware 0.0440 | 0.0580 | 0.0520 | 0.0620 | 0.0540 | 0.0540 | 0.0460 | 0.0480 | 0.0420 | 0.0540 | 0.0320 | 0.0440

Peto-Peto 0.0480 | 0.0640 | 0.0580 | 0.0660 | 0.0540 | 0.0560 | 0.0500 | 0.0520 | 0.0440 | 0.0640 | 0.0360 | 0.0440

Mod. Peto-Peto 0.0460 | 0.0620 | 0.0580 | 0.0660 | 0.0540 | 0.0560 | 0.0500 | 0.0540 | 0.0440 | 0.0640 | 0.0360 | 0.0460

F-H (1, 0) 0.0460 | 0.0620 | 0.0540 | 0.0680 | 0.0540 | 0.0580 | 0.0480 | 0.0540 | 0.0440 | 0.0640 | 0.0360 | 0.0440
F-H (0.5, 0.5) 0.0280 | 0.0160 | 0.0100 | 0.0080 | 0.0320 | 0.0260 | 0.0160 | 0.0060 | 0.0320 | 0.0180 | 0.0100 | 0.0160
F-H(1,1) 0.0240 | 0.0100 | 0.0120 | 0.0080 | 0.0260 | 0.0220 | 0.0120 | 0.0040 | 0.0300 | 0.0160 | 0.0080 | 0.0140
F-H (0, 1) 0.0180 | 0.0180 | 0.0300 | 0.0180 | 0.0240 | 0.0260 | 0.0140 | 0.0140 | 0.0360 | 0.0200 | 0.0180 | 0.0240
F-H (0.5, 2) 0.0240 | 0.0280 | 0.0360 | 0.0280 | 0.0200 | 0.0320 | 0.0260 | 0.0200 | 0.0340 | 0.0320 | 0.0200 | 0.0360
Tests When the Event of Interest Occurs at the End of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.1040 | 0.1080 | 0.0960 | 0.0980 | 0.0900 | 0.1140 | 0.1300 | 0.0900 | 0.1240 | 0.1040 | 0.0940 | 0.0960

Gehan-Wilcoxon 0.0780 | 0.0700 | 0.1020 | 0.0840 | 0.0480 | 0.0860 | 0.0920 | 0.0780 | 0.0760 | 0.0960 | 0.0880 | 0.0780

Tarone-Ware 0.0900 | 0.0840 | 0.1000 | 0.0980 | 0.0740 | 0.1180 | 0.1040 | 0.0860 | 0.0880 | 0.1100 | 0.1080 | 0.0960

Peto-Peto 0.0940 | 0.0920 | 0.1040 | 0.1080 | 0.0720 | 0.1220 | 0.1120 | 0.0960 | 0.0920 | 0.1160 | 0.1160 | 0.1080

Mod. Peto-Peto 0.0900 | 0.0900 | 0.0980 | 0.1100 | 0.0620 | 0.1240 | 0.1120 | 0.0980 | 0.0880 | 0.1160 | 0.1160 | 0.1100

F-H (1,0) 0.0940 | 0.0920 | 0.1040 | 0.1080 | 0.0720 | 0.1220 | 0.1120 | 0.0980 | 0.0940 | 0.1180 | 0.1160 | 0.1080
F-H (0.5, 0.5) 0.1100 | 0.1100 | 0.1000 | 0.0920 | 0.1040 | 0.1240 | 0.1200 | 0.0860 | 0.1480 | 0.1080 | 0.0880 | 0.1000
F-H(1,1) 0.1280 | 0.1080 | 0.0840 | 0.0900 | 0.1200 | 0.1200 | 0.1100 | 0.0800 | 0.1600 | 0.0980 | 0.0820 | 0.1060
F-H (0, 1) 0.1320 | 0.1220 | 0.0780 | 0.0580 | 0.1300 | 0.1280 | 0.0920 | 0.0740 | 0.1660 | 0.0940 | 0.0760 | 0.0540

F-H (0.5, 2) 0.1320 | 0.1100 | 0.0660 | 0.0540 | 0.1240 | 0.1100 | 0.0840 | 0.0640 | 0.1780 | 0.0900 | 0.0660 | 0.0560




On Comparing Survival Curves with Right-Censored Data According International Journal of Statistics in Medical Research, 2018, Vol. 7, No. 4 123

Table 5: Type | Error Rates of Tests for Weibull Distribution with Different Parameters (3, 1.5; 3, 2.5; 3, 3.5)

Weibull (3, 1.5) Weibull (3, 2.5) Weibull (3, 3.5)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0260 | 0.0100 | 0.0200 | 0.0100 | 0.0120 | 0.0200 | 0.0140 | 0.0100 | 0.0100 | 0.0280 | 0.0180 | 0.0120

Gehan-Wilcoxon 0.0100 | 0.0100 | 0.0140 | 0.0080 | 0.0080 | 0.0160 | 0.0040 | 0.0040 | 0.0060 | 0.0160 | 0.0120 | 0.0060

Tarone-Ware 0.0160 | 0.0120 | 0.0160 | 0.0040 | 0.0100 | 0.0140 | 0.0080 | 0.0060 | 0.0040 | 0.0180 | 0.0160 | 0.0040

Peto-Peto 0.0160 | 0.0120 | 0.0160 | 0.0060 | 0.0080 | 0.0160 | 0.0100 | 0.0080 | 0.0040 | 0.0240 | 0.0180 | 0.0060

Mod. Peto-Peto 0.0140 | 0.0120 | 0.0160 | 0.0060 | 0.0080 | 0.0160 | 0.0100 | 0.0080 | 0.0060 | 0.0240 | 0.0180 | 0.0060

F-H (1, 0) 0.0180 | 0.0100 | 0.0200 | 0.0060 | 0.0080 | 0.0160 | 0.0100 | 0.0060 | 0.0040 | 0.0240 | 0.0180 | 0.0060
F-H (0.5, 0.5) 0.0340 | 0.0140 | 0.0180 | 0.0120 | 0.0220 | 0.0220 | 0.0280 | 0.0140 | 0.0240 | 0.0420 | 0.0160 | 0.0160
F-H(1,1) 0.0380 | 0.0220 | 0.0220 | 0.0200 | 0.0240 | 0.0280 | 0.0400 | 0.0220 | 0.0300 | 0.0480 | 0.0220 | 0.0140
F-H (0, 1) 0.0400 | 0.0280 | 0.0340 | 0.0260 | 0.0300 | 0.0420 | 0.0500 | 0.0400 | 0.0360 | 0.0480 | 0.0360 | 0.0200
F-H (0.5, 2) 0.0360 | 0.0420 | 0.0360 | 0.0380 | 0.0380 | 0.0540 | 0.0640 | 0.0500 | 0.0380 | 0.0420 | 0.0420 | 0.0340
Tests When the Event of Interest Occurs in the Middle of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0400 | 0.0400 | 0.0300 | 0.0380 | 0.0320 | 0.0160 | 0.0220 | 0.0440 | 0.0360 | 0.0260 | 0.0340 | 0.0380

Gehan-Wilcoxon 0.0600 | 0.0700 | 0.0620 | 0.0820 | 0.0500 | 0.0540 | 0.0560 | 0.0960 | 0.0560 | 0.0640 | 0.0660 | 0.0720

Tarone-Ware 0.0480 | 0.0540 | 0.0380 | 0.0640 | 0.0400 | 0.0280 | 0.0320 | 0.0600 | 0.0420 | 0.0420 | 0.0480 | 0.0640

Peto-Peto 0.0500 | 0.0620 | 0.0400 | 0.0660 | 0.0360 | 0.0260 | 0.0380 | 0.0700 | 0.0420 | 0.0440 | 0.0540 | 0.0680

Mod. Peto-Peto 0.0580 | 0.0620 | 0.0440 | 0.0660 | 0.0440 | 0.0260 | 0.0380 | 0.0700 | 0.0480 | 0.0480 | 0.0560 | 0.0680

F-H (1, 0) 0.0500 | 0.0580 | 0.0420 | 0.0680 | 0.0340 | 0.0280 | 0.0380 | 0.0700 | 0.0420 | 0.0460 | 0.0560 | 0.0680
F-H (0.5, 0.5) 0.0240 | 0.0280 | 0.0260 | 0.0220 | 0.0220 | 0.0080 | 0.0180 | 0.0220 | 0.0300 | 0.0140 | 0.0220 | 0.0180
F-H(1,1) 0.0180 | 0.0160 | 0.0280 | 0.0220 | 0.0220 | 0.0080 | 0.0180 | 0.0140 | 0.0260 | 0.0100 | 0.0120 | 0.0200
F-H (0, 1) 0.0160 | 0.0160 | 0.0300 | 0.0380 | 0.0220 | 0.0240 | 0.0240 | 0.0140 | 0.0200 | 0.0100 | 0.0140 | 0.0300
F-H (0.5, 2) 0.0160 | 0.0220 | 0.0380 | 0.0400 | 0.0200 | 0.0280 | 0.0280 | 0.0180 | 0.0160 | 0.0100 | 0.0220 | 0.0400
Tests When the Event of Interest Occurs at the End of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.1020 | 0.0960 | 0.0840 | 0.0920 | 0.1120 | 0.0380 | 0.1040 | 0.0960 | 0.0960 | 0.0940 | 0.1000 | 0.0820

Gehan-Wilcoxon 0.0760 | 0.0740 | 0.0800 | 0.0640 | 0.0780 | 0.0280 | 0.0900 | 0.0840 | 0.0660 | 0.0800 | 0.0880 | 0.0840

Tarone-Ware 0.0940 | 0.0840 | 0.0920 | 0.0700 | 0.0920 | 0.0320 | 0.1080 | 0.0900 | 0.0780 | 0.0820 | 0.0960 | 0.0980

Peto-Peto 0.0960 | 0.0800 | 0.0960 | 0.0780 | 0.0940 | 0.0320 | 0.1140 | 0.1000 | 0.0800 | 0.0920 | 0.1140 | 0.1060

Mod. Peto-Peto 0.0900 | 0.0800 | 0.0980 | 0.0780 | 0.0920 | 0.0300 | 0.1120 | 0.1000 | 0.0780 | 0.0880 | 0.1140 | 0.1060

F-H (1,0) 0.0960 | 0.0820 | 0.0960 | 0.0800 | 0.0980 | 0.0320 | 0.1160 | 0.1000 | 0.0800 | 0.0940 | 0.1100 | 0.1060
F-H (0.5, 0.5) 0.1320 | 0.1040 | 0.1080 | 0.1080 | 0.1240 | 0.0400 | 0.1080 | 0.0880 | 0.1420 | 0.0940 | 0.1080 | 0.0960
F-H(1,1) 0.1380 | 0.1080 | 0.0960 | 0.0960 | 0.1420 | 0.0340 | 0.0980 | 0.0900 | 0.1600 | 0.0940 | 0.0940 | 0.0940
F-H (0, 1) 0.1400 | 0.1020 | 0.0840 | 0.0760 | 0.1540 | 0.0420 | 0.0800 | 0.0740 | 0.1680 | 0.0920 | 0.0900 | 0.0880

F-H (0.5, 2) 0.1340 | 0.1020 | 0.0760 | 0.0600 | 0.1340 | 0.0360 | 0.0600 | 0.0720 | 0.1780 | 0.0840 | 0.0840 | 0.0800
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Table 6: Type | Error Rates of Tests for Lognormal Distribution with Different Parameters

Lognormal (0, 1) Lognormal (0, 2) Lognormal (0, 3)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0160 | 0.0200 | 0.0140 | 0.0140 | 0.0180 | 0.0200 | 0.0200 | 0.0120 | 0.0200 | 0.0180 | 0.0140 | 0.0180

Gehan-Wilcoxon 0.0120 | 0.0100 | 0.0140 | 0.0100 | 0.0100 | 0.0100 | 0.0120 | 0.0080 | 0.0100 | 0.0140 | 0.0060 | 0.0140

Tarone-Ware 0.0180 | 0.0120 | 0.0140 | 0.0080 | 0.0120 | 0.0180 | 0.0140 | 0.0100 | 0.0120 | 0.0140 | 0.0040 | 0.0140

Peto-Peto 0.0160 | 0.0120 | 0.0160 | 0.0100 | 0.0140 | 0.0200 | 0.0160 | 0.0100 | 0.0140 | 0.0180 | 0.0040 | 0.0140

Mod. Peto-Peto 0.0180 | 0.0120 | 0.0160 | 0.0100 | 0.0120 | 0.0180 | 0.0160 | 0.0100 | 0.0120 | 0.0160 | 0.0040 | 0.0160

F-H (1, 0) 0.0160 | 0.0120 | 0.0140 | 0.0100 | 0.0140 | 0.0200 | 0.0160 | 0.0100 | 0.0140 | 0.0200 | 0.0060 | 0.0140
F-H (0.5, 0.5) 0.0320 | 0.0240 | 0.0240 | 0.0160 | 0.0220 | 0.0280 | 0.0220 | 0.0260 | 0.0220 | 0.0240 | 0.0160 | 0.0280
F-H(1,1) 0.0320 | 0.0380 | 0.0280 | 0.0260 | 0.0260 | 0.0360 | 0.0260 | 0.0340 | 0.0280 | 0.0320 | 0.0240 | 0.0420
F-H (0, 1) 0.0380 | 0.0520 | 0.0380 | 0.0280 | 0.0340 | 0.0460 | 0.0420 | 0.0400 | 0.0360 | 0.0360 | 0.0380 | 0.0460
F-H (0.5, 2) 0.0400 | 0.0660 | 0.0440 | 0.0480 | 0.0280 | 0.0560 | 0.0600 | 0.0520 | 0.0360 | 0.0500 | 0.0500 | 0.0440
Tests When the Event of Interest Occurs in the Middle of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0120 | 0.0280 | 0.0340 | 0.0200 | 0.0300 | 0.0300 | 0.0300 | 0.0400 | 0.0520 | 0.0280 | 0.0380 | 0.0240

Gehan-Wilcoxon 0.0300 | 0.0600 | 0.0720 | 0.0620 | 0.0400 | 0.0600 | 0.0640 | 0.0740 | 0.0760 | 0.0760 | 0.0820 | 0.0560

Tarone-Ware 0.0240 | 0.0380 | 0.0520 | 0.0380 | 0.0380 | 0.0400 | 0.0520 | 0.0540 | 0.0620 | 0.0520 | 0.0560 | 0.0360

Peto-Peto 0.0240 | 0.0480 | 0.0560 | 0.0480 | 0.0380 | 0.0440 | 0.0620 | 0.0560 | 0.0680 | 0.0560 | 0.0600 | 0.0400

Mod. Peto-Peto 0.0240 | 0.0460 | 0.0560 | 0.0480 | 0.0360 | 0.0440 | 0.0620 | 0.0600 | 0.0680 | 0.0560 | 0.0600 | 0.0420

F-H (1, 0) 0.0180 | 0.0460 | 0.0540 | 0.0440 | 0.0360 | 0.0440 | 0.0620 | 0.0560 | 0.0680 | 0.0560 | 0.0600 | 0.0380
F-H (0.5, 0.5) 0.0220 | 0.0100 | 0.0180 | 0.0120 | 0.0180 | 0.0300 | 0.0180 | 0.0160 | 0.0260 | 0.0120 | 0.0180 | 0.0140
F-H(1,1) 0.0200 | 0.0060 | 0.0160 | 0.0180 | 0.0180 | 0.0200 | 0.0100 | 0.0160 | 0.0240 | 0.0120 | 0.0160 | 0.0120
F-H (0, 1) 0.0200 | 0.0160 | 0.0160 | 0.0240 | 0.0220 | 0.0300 | 0.0200 | 0.0260 | 0.0280 | 0.0280 | 0.0260 | 0.0140
F-H (0.5, 2) 0.0160 | 0.0240 | 0.0280 | 0.0400 | 0.0300 | 0.0240 | 0.0400 | 0.0280 | 0.0260 | 0.0320 | 0.0300 | 0.0280
Tests When the Event of Interest Occurs at the End of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.1460 | 0.0980 | 0.0860 | 0.1080 | 0.0980 | 0.0840 | 0.1000 | 0.1260 | 0.1100 | 0.0800 | 0.1120 | 0.1260

Gehan-Wilcoxon 0.1080 | 0.0820 | 0.0920 | 0.0960 | 0.0660 | 0.0860 | 0.0840 | 0.1020 | 0.0820 | 0.0780 | 0.1320 | 0.0920

Tarone-Ware 0.1220 | 0.0960 | 0.0980 | 0.1280 | 0.0860 | 0.1000 | 0.1040 | 0.1220 | 0.0960 | 0.0920 | 0.1340 | 0.1100

Peto-Peto 0.1260 | 0.1040 | 0.1060 | 0.1320 | 0.0880 | 0.1020 | 0.1220 | 0.1260 | 0.1000 | 0.0840 | 0.1380 | 0.1100

Mod. Peto-Peto 0.1300 | 0.1040 | 0.1060 | 0.1320 | 0.0800 | 0.1000 | 0.1220 | 0.1280 | 0.0940 | 0.0900 | 0.1380 | 0.1120

F-H (1,0) 0.1280 | 0.1040 | 0.1040 | 0.1320 | 0.0860 | 0.0980 | 0.1240 | 0.1260 | 0.0980 | 0.0840 | 0.1400 | 0.1100
F-H (0.5, 0.5) 0.1580 | 0.0980 | 0.0880 | 0.0880 | 0.1100 | 0.0860 | 0.0980 | 0.1120 | 0.1420 | 0.0820 | 0.1100 | 0.1260
F-H(1,1) 0.1740 | 0.0880 | 0.0920 | 0.0860 | 0.1200 | 0.0840 | 0.0940 | 0.1080 | 0.1420 | 0.0820 | 0.0960 | 0.1180
F-H (0, 1) 0.1720 | 0.1080 | 0.0820 | 0.0720 | 0.1240 | 0.0900 | 0.0840 | 0.0860 | 0.1380 | 0.0840 | 0.0780 | 0.0860

F-H (0.5, 2) 0.1620 | 0.1100 | 0.0720 | 0.0680 | 0.1280 | 0.0940 | 0.0760 | 0.0640 | 0.1460 | 0.0780 | 0.0700 | 0.0860
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Table 7: Type | Error Rates of Tests for Inverse Gaussian Distribution with Different Parameters

Inverse Gaussian (0.5, 1) Inverse Gaussian (0.5, 2) Inverse Gaussian (0.5, 3)
When the Event of Interest Occurs at the Beginning of the Study Period
Tests n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100
Logrank 0.0160 | 0.0160 | 0.0080 | 0.0140 | 0.0220 | 0.0100 | 0.0180 | 0.0240 | 0.0180 | 0.0140 | 0.0060 | 0.0160

Gehan-Wilcoxon 0.0160 | 0.0180 | 0.0080 | 0.0140 | 0.0200 | 0.0120 | 0.0120 | 0.0160 | 0.0120 | 0.0140 | 0.0100 | 0.0060

Tarone-Ware 0.0180 | 0.0140 | 0.0060 | 0.0140 | 0.0220 | 0.0120 | 0.0120 | 0.0180 | 0.0140 | 0.0140 | 0.0080 | 0.0060

Peto-Peto 0.0180 | 0.0180 | 0.0060 | 0.0140 | 0.0240 | 0.0120 | 0.0180 | 0.0180 | 0.0180 | 0.0140 | 0.0080 | 0.0100

Mod. Peto-Peto 0.0160 | 0.0140 | 0.0060 | 0.0140 | 0.0240 | 0.0120 | 0.0160 | 0.0180 | 0.0160 | 0.0140 | 0.0080 | 0.0120

F-H (1, 0) 0.0180 | 0.0180 | 0.0040 | 0.0140 | 0.0240 | 0.0120 | 0.0180 | 0.0180 | 0.0180 | 0.0140 | 0.0080 | 0.0100
F-H (0.5, 0.5) 0.0260 | 0.0140 | 0.0140 | 0.0300 | 0.0300 | 0.0180 | 0.0140 | 0.0280 | 0.0100 | 0.0140 | 0.0100 | 0.0240
F-H(1,1) 0.0340 | 0.0200 | 0.0240 | 0.0480 | 0.0360 | 0.0300 | 0.0220 | 0.0340 | 0.0160 | 0.0240 | 0.0100 | 0.0320
F-H (0, 1) 0.0480 | 0.0240 | 0.0360 | 0.0540 | 0.0420 | 0.0360 | 0.0400 | 0.0440 | 0.0280 | 0.0340 | 0.0200 | 0.0340
F-H (0.5, 2) 0.0500 | 0.0320 | 0.0460 | 0.0680 | 0.0440 | 0.0480 | 0.0600 | 0.0420 | 0.0340 | 0.0420 | 0.0260 | 0.0420
Tests When the Event of Interest Occurs in the Middle of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.0360 | 0.0400 | 0.0260 | 0.0380 | 0.0340 | 0.0260 | 0.0200 | 0.0280 | 0.0280 | 0.0380 | 0.0360 | 0.0340

Gehan-Wilcoxon 0.0580 | 0.0700 | 0.0680 | 0.0700 | 0.0440 | 0.0620 | 0.0660 | 0.0440 | 0.0540 | 0.0560 | 0.0660 | 0.0880

Tarone-Ware 0.0420 | 0.0680 | 0.0400 | 0.0460 | 0.0400 | 0.0420 | 0.0400 | 0.0380 | 0.0420 | 0.0460 | 0.0480 | 0.0660

Peto-Peto 0.0460 | 0.0700 | 0.0440 | 0.0600 | 0.0420 | 0.0440 | 0.0460 | 0.0380 | 0.0480 | 0.0460 | 0.0480 | 0.0740

Mod. Peto-Peto 0.0460 | 0.0700 | 0.0460 | 0.0600 | 0.0460 | 0.0460 | 0.0480 | 0.0380 | 0.0520 | 0.0440 | 0.0500 | 0.0760

F-H (1, 0) 0.0420 | 0.0720 | 0.0440 | 0.0580 | 0.0440 | 0.0420 | 0.0480 | 0.0380 | 0.0480 | 0.0460 | 0.0480 | 0.0720
F-H (0.5, 0.5) 0.0220 | 0.0360 | 0.0240 | 0.0140 | 0.0220 | 0.0160 | 0.0140 | 0.0140 | 0.0160 | 0.0220 | 0.0100 | 0.0100
F-H(1,1) 0.0200 | 0.0300 | 0.0180 | 0.0140 | 0.0160 | 0.0120 | 0.0140 | 0.0180 | 0.0180 | 0.0180 | 0.0100 | 0.0060
F-H (0, 1) 0.0200 | 0.0280 | 0.0280 | 0.0200 | 0.0180 | 0.0200 | 0.0160 | 0.0140 | 0.0140 | 0.0340 | 0.0140 | 0.0120
F-H (0.5, 2) 0.0200 | 0.0220 | 0.0380 | 0.0280 | 0.0200 | 0.0160 | 0.0360 | 0.0240 | 0.0120 | 0.0360 | 0.0180 | 0.0300
Tests When the Event of Interest Occurs at the End of the Study Period

n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100 n=10 n=30 n=50 n=100

Logrank 0.1140 | 0.1020 | 0.0920 | 0.1080 | 0.1140 | 0.1100 | 0.0840 | 0.1120 | 0.1100 | 0.1020 | 0.0840 | 0.1100

Gehan-Wilcoxon 0.0740 | 0.0840 | 0.0820 | 0.0880 | 0.0920 | 0.0880 | 0.0820 | 0.0920 | 0.0740 | 0.0840 | 0.0800 | 0.0980

Tarone-Ware 0.0980 | 0.0920 | 0.0880 | 0.0920 | 0.0980 | 0.1100 | 0.0940 | 0.0960 | 0.0920 | 0.0960 | 0.0940 | 0.1020

Peto-Peto 0.0960 | 0.1000 | 0.0980 | 0.1040 | 0.1080 | 0.1120 | 0.0940 | 0.1100 | 0.0940 | 0.1100 | 0.1020 | 0.1180

Mod. Peto-Peto 0.0960 | 0.0940 | 0.0960 | 0.1060 | 0.1060 | 0.1140 | 0.0960 | 0.1120 | 0.0960 | 0.1040 | 0.1040 | 0.1180

F-H (1,0) 0.0920 | 0.1000 | 0.1000 | 0.1040 | 0.1080 | 0.1160 | 0.0960 | 0.1140 | 0.0960 | 0.1080 | 0.1020 | 0.1180
F-H (0.5, 0.5) 0.1400 | 0.0980 | 0.0940 | 0.1080 | 0.1380 | 0.1040 | 0.0840 | 0.1160 | 0.1420 | 0.1000 | 0.0840 | 0.1060
F-H(1,1) 0.1540 | 0.0920 | 0.0880 | 0.1180 | 0.1480 | 0.1020 | 0.0840 | 0.1040 | 0.1540 | 0.0980 | 0.0720 | 0.1080
F-H (0, 1) 0.1520 | 0.0820 | 0.0660 | 0.0800 | 0.1640 | 0.0900 | 0.0980 | 0.0740 | 0.1460 | 0.0940 | 0.0720 | 0.0900

F-H (0.5, 2) 0.1400 | 0.0860 | 0.1350 | 0.0740 | 0.1740 | 0.0820 | 0.0880 | 0.0680 | 0.1400 | 0.0840 | 0.0600 | 0.0740
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Figure 1: Graphs of type | error rates according to different sample sizes, different distributions and different tests (a:
Exponential (0.5), event of interest at the beginning, b: Weibull (1, 3.5), event of interest in the middle, ¢: Weibull (2, 3.5), event
of interest in the middle, d: Weibull (3, 3.5), event of interest in the middle, e: Lognormal (0, 3), event of interest at the beginning,

f. Inverse Gaussian (0.5, 2), event of interest at the beginning).

when it is desired to give more weight to events that
occur in early or late periods, then the logrank test will
not be appropriate anymore [26]. For this reason, a
simulation study has been carried out to take into
consideration situations where the event of interest is
intensively located at the beginning, middle or end of
the follow-up period.

In some cases, for example, when a treatment is
expected to reduce the risk, the risk of late onset is
insignificant and can be ignored. In such cases the

need for the use of tests which give priority to the
events taking place at the beginning arises and the
Gehan-Wilcoxon and Tarone-Ware tests can be used
[24-26]. Likewise, the Peto-Peto test and the Fleming-
Harrington (1,0) test of the Fleming-Harrington group
focus on the initial events. For values of (p, q) in the
Fleming-Harrington test family; while the tests with (0.5,
0.5) and (1, 1) focus on the events that occur in the
middle; the tests with (0,1) and (0.5, 2) focus on events
occurring late in the follow-up period.



On Comparing Survival Curves with Right-Censored Data According

International Journal of Statistics in Medical Research, 2018, Vol. 7, No. 4 127

When the simulation results are examined, the type
| error rate was found to be lower than the nominal
value in almost all of the distributions and tests
considered when we worked on conditions where the
event of interest was intense at the beginning of the
study. Since the Fleming-Harrington test family focuses
on events occurring in the middle and at the end of the
follow-up time, it may be normal to obtain such results
for this test group [9-10]. In our study, for tests known
to give weight to the initial events such as Gehan-
Wilcoxon, Tarone-Ware, Peto-Peto, Modified Peto-Peto
and Fleming-Harrington (1,0), the type | error rate was
found to be lower than the nominal value, in contrast to
the studies of Harrington and Fleming (1982) and Lee
(1996) [9-10].

According to the simulation results for the condition
that the event of interest was placed in the middle of
the follow-up period intensively; type | error rates for
tests except Gehan-Wilcoxon, Tarone-Ware, Peto-
Peto, Modified Peto-Peto and Fleming-Harrington (1,0)
tend to be lower than the nominal value. The type |
error rates are lower than the nominal value in the
Fleming-Harrington tests, which are known to give
weight to the events in the middle of the follow-up
period, when the p and q values are equal [10, 27].

When we examine the results of the simulation
under the condition that the event of interest was
intensively present at the end of the follow-up period;
type | error rates were found to be higher than the
nominal value in almost all distributions and in all tests.
In Lee’s study, it is stated that Fleming-Harrington tests
for p < q give more weight to late events [10]. In our
simulation study, the results supporting this information
were found only for Fleming-Harrington (0.5, 2) test
and exponential distribution, and for Fleming-
Harrington (0,1) and Fleming-Harrington (0.5, 2) tests
and Weibull distribution with (2, 1.5) and (2, 3.5)
parameters.

When the event of interest was seen intensely at
the beginning, the type | error rate tended to be lower
than the nominal value in all distributions; if the event of
interest was present at the end period the type | error
rate tended to be greater than the nominal value in all
distributions. Type | error rates, which are closest to the
nominal value, were found for the Weibull distribution
when the deaths were seen mostly in the middle of the
follow-up period. This may be explained by the fact that
the Weibull distribution is a flexible distribution that is
compatible with many survival data (Figure 1b, ¢, d).

In addition, when the event of interest was intensely
present in the middle of the follow-up period the type |
error rate was generally higher than the nominal value
in the Gehan-Wilcoxon, Tarone-Ware, Peto-Peto,
Modified Peto-Peto and Fleming-Harrington (1,0) tests
which focus mainly on the events occurring in the
beginning, and it was lower in other tests. The cases in
which the event of interest occurred in different parts of
the follow-up period, and the tests in which the nominal
value near Type | error rate was obtained in all
distributions from which survival data are derived, are,
respectively; the Fleming-Harrington (.5,2) test,
Tarone-Ware test, Peto-Peto test and Fleming-
Harrington (1,0) test which is equivalent to the Peto-
Peto test. However, the most commonly used logrank
test in the literature did not perform very well in all
cases, especially if the deaths are not evenly
distributed throughout the follow-up period. This is a
result that emphasizes the careful use of the logrank
test, which is often used to compare survival curves in
survival studies.

5. CONCLUSIONS

In the light of these results, it is proposed to re-
examine the tests for cases where events are observed
intensively at the beginning, middle and late periods, to
carry out new simulation studies and to develop new
tests if necessary.
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