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Abstract: In the field of health and other sciences, effect size (ES) provides a scientific approach to the effectiveness of 
treatment or intervention. The p-value indicates whether the statistical difference depends on chance, while ES gives 
information about the effectiveness of the treatment or intervention, even if the difference is not significant. For this 
reason, ES has become a very popular measure in recent years. It depends on which ES will be used based on the 
distribution of data and the number of groups. In this study, parametric and non-parametric ES were evaluated for two 
independent groups. 

When the literature was examined, there were no studies aimed at evaluating the reference values of the parametric and 
non-parametric ES methods used for two independent groups. In this study, the reference values of parametric and 
non-parametric ES methods for two independent groups were re-evaluated by a simulation study. As a result, the very 
small reference value of parametric ES methods was determined differently from the literature. It has been seen that the 
reference values of non-parametric ES methods are valid in cases where the skewness is low, and new reference values 
have been proposed at the varying skewness level. 
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1. INTRODUCTION 

Effect Size (ES) is easy to calculate and understand 
in many disciplines. ES apart from statistical 
significance scientifically explains the magnitude of 
treatment or effectiveness. In recent years, various 
definitions have emerged with the popularity of ES. To 
determine the size of the effect of an intervention, three 
different aspects of the effect must be determined. 
These are effect size dimension, effect size measure, 
and effect size value [1]. The main idea of the effect 
size dimension is information that can be measured. 
For example, in a situation where the relationship 
between two variables is investigated, ES can be 
determined as the correlation coefficient. Another 
aspect of effect size is the effect size measure. It can 
be summarized as the mathematical index used to 
determine the size of the relevant effect. An example of 
this is the Cohen d effect size formula. After 
determining the effect size dimension and effect size 
measure, a concrete value of the size of the 
intervention should be obtained, which is called the 
effect size value. In light of this information, the 
definition of effect size is made as a real value obtained 
from the effect size measure based on statistics or 
parameters [1]. 

In the health sciences, the statistical significance of 
a treatment or drug between placebo and treatment 
groups may vary depending on the sample size. 
Sometimes, because of the large or small sample size,  
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insignificant effects can be interpreted as significant, 
and significant effects can be interpreted as 
insignificant. Because ES is generally independent of 
the sample size, it shows the ES of the treatment or 
drug, even if the difference between the groups in 
clinical studies is not significant. Various effect size 
methods have been proposed according to the number 
of groups and the distribution of the data. In this article, 
we discussed Cohen d, Hedge g, Glass delta, Cliff 
delta, Vargha and Delaney A (VDA), and Glass 
Rank-Biserial Correlation coefficient (rrb), which are 
frequently used parametric and non-parametric effect 
sizes for two independent groups. When the 
interpretations of these ES indexes in the literature 
were evaluated, Cohen [2] classified the effect sizes as 
small (d=0.2), medium (d=0.5), and large (d ≥ 0.8). The 
main reason for establishing the classes as small, 
medium, and large in the effect size interpretation is to 
determine the most appropriate sample size with power 
analysis in planning the study [3]. Based on the 
research findings in the literature, reference intervals 
were developed by Sawilowsky [4] as d=0.01 very 
small, d=0.20 small, d=0.50 medium, d=0.80 large, 
d=1.2 very large, and d=2.0 huge. The values 
corresponding to Cohen d reference intervals of other 
ES methods were presented by Cohen [5]. The 
interpretation of the effect sizes used in cases where 
two independent groups are not parametric is as 
follows: the values of 0.11, 0.28, and 0.43 for the cliff 
delta, 0.56, 0.64, and 0.71 for the VDA, and 0.10, 0.30, 
and 0.50 for the rrb effect size criterion correspond to 
the small, medium, and large effect size values, 
respectively [6]. 

In the literature, it has been observed that there are 
limited studies on the evaluation of the similarities, 
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reference intervals, and performances of parametric 
and non-parametric ES methods. Therefore, this paper 
is aimed to re-evaluate the reference values of 
parametric and non-parametric effect size methods 
given in the literature for two independent groups and 
to evaluate the similarities of the methods. In addition, 
it is also aimed to compare and re-evaluate the 
reference values for the varying states of skewness (for 
skewness=0.5, 1.5, and 2) with the values in the 
literature for non-parametric effect size methods. 

2. DATA ASSUMPTIONS FOR EFFECT SIZE 

The most important assumptions in the dataset for 
calculating ES are the assumption of "normality" and 
"homogeneity of variances". As with statistical analysis 
methods, effect size methods are divided into 
parametric effect size methods and nonparametric 
effect size methods according to the normality of the 
data. When the assumption of normality is provided, it 
becomes easier to determine ES between groups, 
because most of the data are gathered around the 
mean value. When the assumption of the normal 
distribution is not provided, the data are mostly not 
gathered around the mean. Therefore, it would not be 
correct to use mean values in determining ES between 
groups. In this case, non-parametric effect size 
methods are used by taking into account the ordering 
of the observations. The other assumption is the 
homogeneity of variances. The assumption of 
homogeneity of variances between groups is important 
in parametric ES methods. The assumption assumes 
that the variances of independent groups with 
continuous variables are similar, equal, or equivalent. 
When these two assumptions are provided, parametric 
ES estimators are consistent and asymptotic 
estimators. When the assumptions are not provided, it 
is suggested to use non-parametric ES methods 
available in the literature. 

3. CONVERSION OF ES METHODS 

For a more universal interpretation, other standard 
ES indices can be used by converting them to Cohen d. 
The equations used for the conversion of 
non-parametric ES indices to Cohen d for two 
independent groups in the paper are given below [7]. 

• Conversion from Cohen d to !!" can be done 
using Eq. (1): 

  !!" =
!

!!!!
           (1) 

! is a correction factor in cases where !! ≠ !! and is 
calculated as given in Eq.(2). The correction factor (!) 
depends on the ratio !! to !! instead of the absolute 
values of these numbers. 

  ! = (!!!!!)!

!!!!
          (2) 

• Conversion from !!" to Cohen d can be done 
using Eq. (3): 

  !!" =
!!

!!!!
          (3) 

• Conversion from Cliff Delta   (!)  to Cohen d: 
Eq.(4) is used to convert the Cliff delta effect size 
estimate to the Cohen d effect size estimate so 
that it does not overlap between two standard 
normal distributions, with Φ!!  the normal 
cumulative distribution is the inverse of the 
function. 

  ! ! = 2! !!
!!!  

   , !! ≡ Φ!! ! = !"#!! !       (4) 

• Conversion from Cohen d to Cliff Delta (!): Eq. 
(5) is used to convert the Cohen d effect size 
estimate to the Cliff delta (!) effect size so that it 
does not overlap between the two standard 
normal distributions. 

  ! ! =
!!"# !

! !!

!"#(!!)
   ,!"# ! = !

!!
!!!! !!

!! !"        (5) 

There is a linear relationship between Cliff delta and 
VDA effect size, which is converted as !"# =
(!"#$$  !"#$%!!)

!
  . 

4. MATERIAL AND METHOD 

This study is aimed to compare the performance of 
commonly used ES methods and to re-evaluate 
reference values used in interpreting ES. R Studio 
program was used in the simulation study. Datasets 
are derived from the normal distribution for parametric 
data and the Fleishman distribution for non-parametric 
data [8, 9]. K- means clustering algorithm was used to 
evaluate the similarity of the methods and their 
reference values. The Chalinski-Harabasz (CH) index 
and Silhouette (S) index were used to determine the 
optimal number of clusters [10, 11]. In the simulation 
studies, simulti corrdata, effect size, eff size, 
rcompanion, ppclust, factoextra, dplyr, cluster, psych, 
ClusterR, gridExtra, and readxl R program packages 
were used [12-20]. 

4.1. K-Means Clustering Algorithm and Methods 
for Determining the Optimal Number of Clusters  

Clustering algorithms are methods developed to 
divide the ungrouped data matrix into homogeneous 
subgroups according to certain characteristics. 
Clusters are homogeneous within themselves and 
heterogeneous among themselves. K-Means clustering 
algorithm was developed by MacQueen [21]. The 
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method allows each data to belong to only one cluster. 
Therefore, it is a sharp and non-hierarchical clustering 
algorithm. The purpose of the algorithm is to divide ! 
data points of !   dimensions into   !  clusters, thus 
minimizing the sum of squares within the cluster. 
Results vary depending on the number of clusters. 
Therefore, cluster verification is required by re-running 
the algorithm for different cluster numbers or using the 
indexes suggested in the literature to determine the 
optimal number of clusters. In this study, 
Chalinski-Harabasz (CH) and Silhouette index (S), 
which are commonly used to determine the optimal 
number of clusters in the K-means clustering algorithm, 
were calculated. 

4.2. Simulation Algorithm 

 The simulation algorithm for parametric and 
non-parametric ES methods for two independent 
groups is given step by step in sections 4.2.1 and 4.2.2. 

4.2.1. Simulation Algorithm for Parametric ES 
Methods 

Step 1: !  and !  group effect size reference 
intervals are very small (! = 0.01), small (! = 0.20), 
medium ( ! = 0.50 ), large ( ! = 0.80 ), very large 
(! = 1.20), and huge (! =   2) is generated from the 
normal distribution for ! = 1000  and ! = 1000 
replicates by taking constant standard deviations (n: 
sample size, t: number of replicates). 

Step 2: Parametric ES methods are applied to the 
input matrix. The input matrix obtained for the 
parametric methods is given in !!"#"$%&#'( Eq. (6). 

  !!"#"$%&#'( =
!! !! !"#$%!
⋮ ⋮ ⋮

!!""" !!""" !"#$%!"""
            (6) 

Step-3: The optimal number of clusters for the 
k-means clustering algorithm to be applied to the input 
matrix is determined and the most appropriate 
reference value for the methods is evaluated. 

4.2.2. Simulation Algorithm for Non-Parametric ES 
Methods 

Step 1: ! and ! group is derived from Fleishman 
distribution for ! = 1000 and ! = 1000 and skewness 
(!!)=0.5, 1.5 and 2. Reference values considered in 
data derivation are 0.11, 0.28  and 0.43 for Cliff delta, 
0. 56, 0.64 and 0.71 for VDA, and 0.10, 0.30 and 0.50 
for !!" ES method. 

Step-2: Cliff delta, VDA and !!"  methods are 
applied to the input matrix. The input matrix obtained 
for non-parametric ES methods is given in 
!!"!!!"#"$%&#'( Eq. (7). 

  !!"!!!"#"$%&#'( =
!"#$$  !"#$%! !"#! !!"!

⋮ ⋮ ⋮
!"#$$  !"#$%!""" !"#!""" !!"!"""

    (7) 

Step-3: The optimal number of clusters for the 
k-means clustering algorithm to be applied to the input 
matrix is determined and the most appropriate 
reference value for the methods is evaluated. 

4.3. Simulation Results 

4.3.1. Simulation Results for Parametric ES 
Methods 

CH and S index values were calculated to 
determine the optimal number of clusters in the 
!!"#"$%&#'( matrix are given in Table 1. 

Table 1: CH and S Index Values Calculated for the 
!!"#"$%&#'( Matrix 

Number of Clusters (k) CH Index S Index 

k=2 17539.94 0.65 

k=3 35943.04 0.75 

k=4 71220.26 0.78 

k=5 144086.52 0.79 

k=6 223372.86 0.81 

 
According to the CH and S index, the optimal 

number of clusters with the highest CH and S index 
(CH=223372.86, S=0.81) for the dataset was 
determined as k=6. The reference values obtained as a 
result of the k-means clustering algorithm applied for 
k=6 are given in Table 2. 

According to Table 1, Cohen d, Hedge g, and Glass 
delta effect size methods are quite similar to each other 
in terms of reference values. The new reference values 
proposed as a result of the simulation study are the 
same as the reference values in the literature, except 
for the small effect size reference value. The new 
reference values determined according to the optimal 
number of clusters for parametric ES methods are; A 
very small effect size was obtained as 0.0441 for 
Cohen d, 0.0440 for Hedge g, and Glass delta. The 
small effect size was obtained as 0.2068 for the Cohen 
d, Hedge, Glass delta. The medium effect size was 
obtained as 0.5005 for Cohen d, 0.5003 for Hedge g, 
and 0.5005 for Glass delta. The large effect size was 
obtained as 0.8002 for Cohen d, 0.7999 for Hedge g, 
and 0.8004 for Glass delta. The very large effect size 
was obtained as 1.2003 for Cohen d, 1.1998 for Hedge 
g, and 1.2005 for Glass delta. The huge effect size was 
2.000 for Cohen d, 1.9994 for Hedge g, and 20006 for 
Glass delta. In summary, 0.044 will mean very small, 
0.20 small, 0.50 medium, 0.80 large, 1.20 very large, 
and 2 huge effects. The graphic obtained for the visual 
form of the cluster numbers is given in Figure 1. 
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Table 2: Cluster Analysis Results for k=6 of Parametric ES Methods Applied in the !!"#"$%&#'( Matrix 

Number of Clusters (k=6) n=1000 t=1000 Cohen d Hedge g Glass Delta 

Cluster 1 (Very Small) 
n=1057 

Minimum 0.0001 0.0001 0.0001 

Maximum 0.1252 0.1251 0.1252 

Standard Deviation 0.0323 0.0323 0.0323 

Mean 0.0441 0.0440 0.0440 

Median 0.0382 0.0381 0.0379 

Cluster 2 (Small) 
n=944 

Minimum 0.1256 0.1255 0.1262 

Maximum 0.3510 0.3509 0.3529 

Standard Deviation 0.0422 0.0421 0.0421 

Mean 0.2068 0.2068 0.2068 

Median 0.2029 0.2029 0.2034 

Cluster 3 (Medium) 
 n=998 

Minimum 0.3551 0.3550 0.3546 

Maximum 0.6480 0.6477 0.6433 

Standard Deviation 0.0481 0.0481 0.0484 

Mean 0.5005 0.5003 0.5005 

Median 0.4993 0.4991 0.4998 

Cluster 4 (Large) 
 n=1001 

Minimum 0.6507 0.6504 0.6508 

Maximum 0.9528 0.9525 0.9657 

Standard Deviation 0.0500 0.0499 0.0509 

Mean 0.8002 0.7999 0.8004 

Median 0.7991 0.7988 0.8013 

Cluster 5 (Very Large) 
 n=1000 

Minimum 1.0502 1.0498 1.0384 

Maximum 1.3558 1.3553 1.3731 

Standard Deviation 0.0520 0.0520 0.0546 

Mean 1.2003 1.1998 1.2005 

Median 1.1993 1.1989 1.2009 

Cluster 6 (Huge) 
 n=1000 

Minimum 1.8133 1.8176 1.8092 

Maximum 2.1632 2.1623 2.2126 

Standard Deviation 0.0583 0.0583 0.0652 

Mean 2.0001 1.9994 2.0006 

Median 2.0000 1.9993 2.0007 

 

4.3.2. Simulation Results for Non-Parametric ES 
Methods 

The CH and S index values are related to 
determining the optimal number of clusters in the 
!!"!!!"#"$%&#'( matrix for !!=0.5,1.5 and 2 are given 
in Table 3. 

The optimal number of clusters with the highest CH 
and S index was ! = 3  for the !!"!!!"#"$%&#'( matrix 
with !!=0.5,1.5  and 2  according to the CH and S 
index. The reference values obtained as a result of the 
k-means clustering algorithm applied for k=3 and the 
skewness of 0.5, 1.5, and 2 are given in Tables 4-6. 

4.3.2.1. Simulation Results for !!=0.5 

When non-parametric ES methods are clustered for 
k=3 and !! = 0.5, small effect size was obtained as 
0.0874 for Cliff delta, 0.5498 for VDA, and 0.1071 for 
!!". The medium effect size was obtained as 0.2461 for 
Cliff delta, 0.6230 for VDA, and 0.3184 for !!". The 
large effect size was obtained as 0.4043 for Cliff delta, 
0.6944 for VDA, and 0.5280 for !!" . It is seen that 
different results are obtained from the literature 
reference values within three non-parametric ES 
methods. 
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Figure 1: Visual form of cluster numbers of parametric ES methods. 

 
Table 3: CH and S Index when !!=!.!,!.! and ! 

!! Number of Clusters (k) CH Index S Index 

0.5 
k=2 19376.13 0.66 

k=3 38819.39 0.73 

1.5 
k=2 10675.85 0.76 

k=3 68606.38 0.85 

2 
k=2 12308.90 0.78 

k=3 72726.57 0.85 

 

Table 4: K-Means Clustering Analysis Results for !!=0.5 and k=3 of Non-Parametric ES Methods 

Number of Clusters (k=3)  n=1000 t=1000 
!!=0.5 Cliff Delta VDA !!" 

Cluster 1 (Small) 
n=1000 

Minimum 0.0076 0.5098 0.0380 

Maximum 0.1659 0.5830 0.1740 

Standard Deviation 0.0260 0.0130 0.0224 

Mean 0.0874 0.5498 0.1071 

Median 0.0881 0.5503 0.1080 

Cluster 2 (Medium) 
n=1000 

Minimum 0.1668 0.5890 0.2500 

Maximum 0.3131 0.6555 0.3730 

Standard Deviation 0.0250 0.0125 0.0205 

Mean 0.2461 0.6230 0.3184 

Median 0.2470 0.6235 0.3200 

Cluster 3 (Large) 
 n=1000 

Minimum 0.3265 0.6566 0.4700 

Maximum 0.4674 0.7262 0.5810 

Standard Deviation 0.0232 0.0117 0.0169 

Mean 0.4043 0.6944 0.5280 

Median 0.4048 0.6947 0.5280 
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Table 5: K-Means Clustering Analysis Results for !!=1.5 and k=3 of Non-Parametric ES Methods 

Number of Clusters (k=3)  n=1000 t=1000 
!!=1.5 Cliff Delta VDA !!" 

Cluster 1 (Small) 
n=1000 

Minimum 0.0572 0.5365 0.0910 

Maximum 0.2106 0.6126 0.2200 

Standard Deviation 0.0253 0.0126 0.0217 

Mean 0.1373 0.5765 0.1601 

Median 0.1381 0.5759 0.1600 

Cluster 2 (Medium) 
n=1000 

Minimum 0.2460 0.6230 0.3180 

Maximum 0.3897 0.6935 0.4430 

Standard Deviation 0.0241 0.0121 0.0198 

Mean 0.3225 0.6612 0.3823 

Median 0.3226 0.6613 0.3820 

Cluster 3 (Large) 
n=1000 

Minimum 0.4015 0.6948 0.5120 

Maximum 0.5438 0.7656 0.6130 

Standard Deviation 0.0224 0.0113 0.0167 

Mean 0.4751 0.7307 0.5640 

Median 0.4756 0.7308 0.5630 

 

4.3.2.2. Simulation results for !!=1.5 

When non-parametric ES methods are clustered for 
k=3 and !! = 1.5, small effect size was obtained as 
0.1373 for Cliff delta, 0.5765 for VDA, and 0.1601 for 
!!". The medium effect size was obtained as 0.3225 for 
Cliff delta, 0.6612 for VDA, and 0.3823 for !!". The 
large effect size was obtained as 0.4751 for Cliff delta, 
0.7307 for VDA, and 0.5640 for !!". It is seen that the 

results obtained in the three non-parametric ES 
methods are different compared to the literature. 

4.3.2.3. Simulation Results for !!=2 

When non-parametric ES methods are clustered for 
k=3 and !! = 2 , small effect size was obtained as 
0.1701 for Cliff delta, 0.5937 for VDA, and 0.1926 for 
!!". The medium effect size was obtained as 0.3708 for 

Table 6: K-Means Clustering Analysis Results for !!=2 and k=3 of Non-Parametric ES Methods 

Number of Clusters (k=3)  n=1000 t=1000 
!!=2 Cliff Delta VA !!" 

Cluster 1 (Small) 
n=1000 

Minimum 0.0931 0.5554 0.1270 

Maximum 0.2385 0.6280 0.2530 

Standard Deviation 0.0251 0.0125 0.0215 

Mean 0.1701 0.5937 0.1926 

Median 0.1711 0.5941 0.1930 

Cluster 2 (Medium) 
n=1000 

Minimum 0.2895 0.6448 0.3580 

Maximum 0.4490 0.7171 0.4830 

Standard Deviation 0.0237 0.0119 0.0195 

Mean 0.3708 0.6854 0.4246 

Median 0.3715 0.6858 0.4250 

Cluster 3 (Large) 
n=1000 

Minimum 0.4495 0.7245 0.5430 

Maximum 0.5877 0.7879 0.6440 

Standard Deviation 0.0221 0.0111 0.0166 

Mean 0.5226 0.7546 0.5924 

Median 0.5231 0.7548 0.5930 
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Cliff delta, 0.6854 for VDA, and 0.4246 for !!". The 
large effect size was obtained as 0.5226 for Cliff delta, 
0.7546 for VDA, and 0.5924 for !!".  

The visual shapes of the clusters created according 
to the optimal number of clusters are given in Figures 
2-4. 

 
Figure 2: Visual shape of clusters with !! = !.!. 

 

 
Figure 3: Visual shape of clusters with !! = !.!. 

As a result, the three clustered methods were not 
similar in terms of reference values, and the proposed 
new reference values differed from the reference 
values in the literature. In addition, as the skewness 
value increases, the reference values of three 
non-parametric ES methods also increase. It has been 
concluded that the reference values given for each 
method in the literature are valid when skewness is low, 

and as a result of the simulation study, these methods 
cluster better when !! = 1.5  and   2 . The change in 
reference values of non-parametric ES methods with 
the increase in skewness is given in Figure 5. 

 
Figure 4: Visual shape of clusters with !! = !. 

5. CONCLUSION 

In scientific studies, when the p-value is less than a 
determined significance level, the result is considered 
to be statistically significant. However, the p-value is a 
result that indicates whether this difference or 
relationship is due to chance. ES provides a scientific 
approach to the size of the intervention or effectiveness. 
For this reason, researchers' interest in ES methods 
has increased [22, 23]. ES methods used vary 
depending on whether the groups are dependent or 
independent and the number of groups in the 
experimental design. Cohen d, Hedge g, and Glass 
delta effect size methods have been proposed if the 
variables for the two independent groups provide the 
assumptions of normality and variance homogeneity [5, 
24, 25]. In the case where the assumption of normality 
and homogeneity of variances is not provided, 
non-parametric effect size methods are proposed that 
take into account the rankings of the data instead of the 
mean. Cliff delta, VDA, !!" are ES methods for two 
nonparametric independent groups [26-28]. 

Simulation applications for the evaluation of 
reference intervals of parametric and non-parametric 
ES methods have not been encountered in the 
literature. In this study, data were derived by keeping 
the standard deviations from the normal distribution 
based on the six reference value for n=1000 and 
t=1000. After applying parametric ES methods for two 
independent groups to the derived dataset, the optimal 
number of clusters was determined as k=6 according to 
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the CH and S index. As a result of the k-means 
clustering algorithm applied for k=6, the reference 
value of 0.010, which is classified as very small in the 
literature, of Cohen d, Hedge g, and Glass delta effect 
size methods was obtained as 0.044 in this study. 
Small, medium, large, very large, and huge ES 
reference values were obtained as the same as 0.20, 
0.50, 0.80, 1.20, and 2 reference values in the literature. 
Non-parametric data were derived from Fleishman 
distribution to evaluate the reference intervals of Cliff 
delta, VDA and !!" , which are non-parametric ES 
methods. For the dataset that does not provide normal 
distribution, the reference values of the methods were 
examined according to the varying skewness and 
kurtosis values. Skewness=0.5 and kurtosis= 
-0.8161896, skewness=1.5 and kurtosis=2.4658850, 
skewness=2 and kurtosis=5.3377003 were evaluated. 
According to the CH and S index, the optimal number 
of clusters was determined to be k=3. According to the 
simulation results, it was seen that the reference values 
in the literature for all three methods were valid when 
the skewness and kurtosis were low, and the reference 
values increased as the skewness and kurtosis 
increased. It was also concluded that the methods 
clustered better when the skewness was 1.5 and 2. 

As a result, in the study, the three parametric ES 
methods evaluated were similar to each other and a 
new reference value was determined for the very small 
ES with the simulation study. It was determined that the 
three non-parametric ES methods evaluated were 
different from each other in terms of reference values 
and the values in the literature were valid when the 
dataset was close to normal. The reference values of 
the three non-parametric effect size methods where the 
skewness is 0.5, 1.5, and 2 are suggested by the 
simulation study. 
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