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Abstract: Diagnosing and treating at-risk patients for chronic kidney disease (CKD) relies heavily on accurately 
classifying the disease. The use of deep learning models in healthcare research is receiving much interest due to recent 
developments in the field. CKD has many features; however, only some features contribute weightage for the 
classification task. Therefore, it is required to eliminate the irrelevant feature before applying the classification task. This 
paper proposed a hybrid feature selection method by combining the two feature selection techniques: the Boruta and the 
Recursive Feature Elimination (RFE) method. The features are ranked according to their importance for CKD 
classification using the Boruta algorithm and refined feature set using the RFE, which recursively eliminates the least 
important features. The hybrid feature selection method removes the feature with a low recursive score. Later, selected 
features are given input to the proposed ensemble deep learning method for classification. The experimental ensemble 
deep learning model with feature selection is compared to Support Vector Machine (SVM), Logistic Regression (LR), and 
Random Forest (RF) models with and without feature selection. When feature selection is used, the ensemble model 
improves accuracy by 2%. Experimental results found that these features, age, pus cell clumps, bacteria, and coronary 
artery disease, do not contribute much to accurate classification tasks. Accuracy, precision, and recall are used to 
evaluate the ensemble deep learning model.  
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1. INTRODUCTION 

Long-term chronic kidney disease (CKD) is 
significant in the recent medical field [1, 2]. Millions of 
individuals worldwide are affected, and it has been 
linked to higher illness, death, and healthcare 
expenditures [3, 4]. Early intervention and tailored 
therapies can slow disease development and minimize 
complications. Therefore, the timely classification of 
CKD is critical for appropriate therapy and 
management. This study aims to develop CKD 
classification model with high accuracy. Clinical 
variables such as age, gender, blood pressure, 
laboratory test results, and medical history are included 
in the CKD dataset used to evaluate the effectiveness 
of the proposed methodology [5, 6]. 

Moreover, there are 24 features in CKD, but 
analyzing the critical feature for classification is 
challenging [7, 8]. Selecting appropriate features is 
essential when building reliable and robust 
classification models. Selecting a subset of features 
from the feature vector improves model performance 
by reducing the feature space. Limited studies in the 
literature have considered feature selection methods 
that could be more robust for the classification task.  
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Therefore, this work adopts a hybrid feature selection 
method combining Boruta and RFE [9, 10]. 

Boruta and RFE are popular methods for feature 
selection tasks [11, 12]. This is the first approach for 
CKD classification, considering a hybrid feature 
selection method by combining Boruta and Recursive 
Feature Elimination (RFE) methods. Boruta provides a 
complete rating of feature relevance by comparing 
each feature to randomly generated shadow features. 
On the other hand, RFE uses a ranking system to 
gradually remove unnecessary features from feature 
sets. 

Boruta delivers a thorough evaluation of feature 
value. This aids in determining which characteristics 
are most helpful in classifying CKD. However, RFE 
works by gradually excluding less relevant elements 
until only the most informative ones remain. The 
combination of Boruta and RFE feature selection 
strategies to keep just the most essential 
characteristics in the model. 

Applying machine learning methods to medical 
diagnosis and decision-making has demonstrated 
encouraging outcomes in recent years [13-15]. In 
particular, a subset of machine learning techniques 
known as the deep learning method has received much 
attention for their impressive capacity to automatically 
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learn and extract complicated patterns and 
characteristics from complex datasets. Image analysis, 
disease diagnosis, and prognosis prediction are just a 
few examples of the many areas of medicine where 
deep learning models like Convolutional Neural 
Networks (CNN) and Recurrent Neural Networks 
(RNN) have shown extraordinary performance [16, 17]. 

Conventional machine learning methods may not 
fully capture the complexity of CKD. To address this, 
we propose a hybrid feature selection method to 
identify important features and an ensemble deep 
learning technique to extract relevant patterns from the 
data. The model’s performance is evaluated using 
accuracy, precision, and recall. 

The key contributions of this work are as follows:  

• We propose a Hybrid Feature Selection 
technique to identify high-regression features in 
Chronic Kidney Disease (CKD).  

• We develop an ensemble deep learning 
classifier to improve the classification accuracy 
of CKD.  

The paper is structured as follows: Section 2 
reviews literature on CKD classification. Section 3 
outlines the methodology combining Boruta, RFE, and 
ensemble deep learning for CKD classification. Section 
4 presents experimental findings and analyses. Section 
5 concludes with a summary of contributions and 
significance. 

2 RELATED WORK 

Ghosh et al. [18] introduced four classification 
methods for chronic kidney disease (CKD), including 
support vector machines (SVM), AdaBoost, linear 
discriminant analysis (LDA), and gradient boosting. 
Their study concluded that AdaBoost outperforms the 
other models. 

Aljaaf et al. [19] evaluated the performance of 
various machine learning techniques for early 
prediction of chronic kidney disease (CKD), starting 
with 24 features and the target class. Among the four 
classifiers compared in a supervised learning setup, 
the multilayer perceptron achieved the best 
performance. 

Alassaf et al. [20] explored data mining and 
machine learning techniques to preemptively identify 
chronic renal disease. Their findings revealed that 

artificial neural networks (ANN) and support vector 
machines (SVM) achieved higher accuracy than k-
nearest neighbors (KNN). Similarly, Qin et al. 
addressed missing values in the UCI dataset using 
KNN imputation and evaluated six models, with random 
forest (RF) demonstrating the best performance. 
Mezzatesta et al. [21] applied support vector machines 
(SVM) with radial basis function (RBF) kernels, 
optimizing hyperparameters with GridSearch. This 
study proposes a hybrid selection-based ensemble 
approach for CKD. 

3. PROPOSED WORK 

There are 24 features in CKD described in Table 1. 
A correlation plot is a graphical representation of the 
correlations between variables in CKD data, which is 
evaluated using correlation coefficients. The correlation 
coefficient quantifies the direction and intensity of a 
linear relationship between two variables. Figure 1 
shows the possible interpretations of the many kinds of 
correlation coefficients. 

Table 1: CKD Feature Description 

 Feature No  Name  Descriptions 

1 Age Patient Age  

2 BP Blood Pressure  

3 SG Specific gravity  

4 AL Albumin  

5 SU Sugar  

6 RBC Red blood cells 

7 PC Pus cell 

8 PCC Pus cell clumps 

9   BA   Bacteria  

10 BGR Blood glucose random 

11 BU Blood urea 

12 SC Serum creatinine 

13 SOD Sodium 

14 POT Potassium 

15 HEMO Hemoglobin 

16 PCV Packed cell volume 

17 WC White blood cell count 

18 RC Red blood cell count 

19 HTN Hypertension 

20 DM Diabetes mellitus 

21 CAD  Coronary artery disease 

22 APPET Appetite 

23 PE Pedal edema 

24 ANE Anemia 

25 CLASS Diagnosis ckd, notckd 
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Feature assessment is crucial for improving CKD 
classification. Some features offer minimal contribution, 
necessitating the removal of irrelevant ones. Limited 
research exists on effective feature selection for CKD. 
Identifying unimportant features is essential, as they 
increase computational time and add noise. A hybrid 
feature selection approach is required to select CKD 
features. Redundant features can reduce accuracy and 
lead to overfitting, where the model performs well on 
training data but struggles with unseen data. 

Algorithm 1: Hybrid Feature Selection 

1. Read Data. 

2. Handle missing values using the KNN method.  

3. Split Data into Features and Target Variable. X1  to 
X24  are input features, and Y25  is the Target 
Feature, i.e., class variable.  

4. Apply the Boruta method for feature selection.  

5. Compute the Z-Score:  

Z !Score = Feature Score !Shadow Feature Mean
Shadow Feature Standard Deviation

 

6. Select features with a Z-Score above 0.90 using the 
Boruta method.  

7. Select features with the lowest RMSE score using 
the RFE method.  

8. Collect and combine the selected features from both 
Boruta and RFE methods.  

Figure 2 presents the proposed methodology, which 
emphasizes evaluating each CKD feature. A hybrid 
feature selection approach is employed to identify the 
most significant features of CKD. Initially, there are 24 
features in the datasets. To overcome the missing 
value in the datasets, we considered the K-nearest 
neighbors(KNN) method and preprocessed the missing 
value. The hybrid feature selection method combines 
the Boruta and RFE methods. Boruta is derived from 
the Random Forest, a decision tree-based ensemble 
learning technique. Each tree in a Random Forest 
model predicts the target variable using its unique 
combination of characteristics, and the models are 
constructed using bootstrapped samples of the dataset. 
In shadow, features are generated by the Boruta 
method. Later, it compares the relevance of each 
feature in the original dataset to the importance of its 
corresponding shadow features. The z-score, a 

 
Figure 1: Correlation Coefficients of CKD Feature. 
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statistical technique, evaluates the significance of a 
feature by comparing it to the most essential feature 
within its corresponding attributes. 

RFE eliminates irrelevant features from a dataset 
depending on their relevance to the target variable. The 
base model is trained on all features, and each feature 
is given a relevance score depending on its 
performance. The dataset’s lowest-ranked features are 
eliminated. The hybrid feature selection detail algorithm 
is described in 3. The selected features from hybrid 
feature selection are given input by the Ensemble-
based deep learning model. 

In phase 2, an ensemble-based deep learning 
approach is proposed for CKD classification. While 
most studies rely on individual classifiers, CKD 
datasets often exhibit nonlinearity, which can hinder 
accuracy. To address this, the proposed method 
leverages ensemble-based deep learning to overcome 
these challenges and improve performance. The 
proposed method is to classify whether the patient has 

chronic kidney disease or not. Therefore, we have 
constructed two, three, and four layers of deep neural 
networks in Ensemble-based deep learning. The input 
layer neurons represent the CKD features selected by 
the hybrid features selection method. The deep neural 
network equations are defined below. Where w 
represents the weight and A(x) represents the input 
data. The total number of input values is defined by 
variable n. 

Yi = (
k=1

n

!wkA(x)+ Bias)           (1) 

Hidden Layer 1 = Sigmoid Activation (
k=1

n

!wkh1(x)+ Bias)  (2) 

Hidden Layer 2 = Sigmoid Activation (
k=1

n

!wkh2(x)+ Bias) (3) 

In the proposed model, the input layer neuron reads 
CKD data. Initially, random weights are multiplied with 

 
Figure 2: Overall Work. 
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input data and Bias is added to each neuron. After that, 
each layer neuron is activated using the activation 
function. The detail Equation are define in 1, 2 and 3. 
Sigmoid function was considered to activate the 
neurons in the models. In ensemble deep learning, 
training comprises fine-tuning the neural network’s 
weights and biases to get the best possible accurate 
output. For that, we considered the backpropagation 
method to train the model. The loss function’s gradient 
about the network’s weights and biases is computed. 
Next, stochastic gradient descent (SGD) and its 
variants employ the gradients to update the weights 
and biases to minimize the loss function in the 
ensemble-based deep learning model. 
Hyperparameters are needed to perform during the 
settings of the deep learning model, such as the 
number of neurons, activation function, and learning 
algorithm. The model was trained with a learning rate 
of 0.001. 

4. RESULTS 

In the experimental work, the proposed framework 
considered CKD. The dataset initially consisted of 24 
features, and preprocessing was performed to handle 
missing values using the KNN method. 

The hybrid feature selection method, which 
combined the Boruta and RFE techniques, was 
implemented in the next step. Boruta, based on the 
random forest method, generated shadow features and 
compared the relevance of each original feature to its 
corresponding shadow features. The feature 
importance graph using the Boruta method is shown in 

Figure 3, and the feature importance using the RFE 
method is shown in Figure 4. Using the Boruta method, 
we found that these features, age, pus cell clumps 
(PCC), bacteria (BA), and coronary artery disease 
(CAD), have low scores for age feature 0.67, PCC 
0.61, BA 0.56 and 0.30 and it is described in Table 2. 
Using the RFE method, we found that 24 features are 
relevant. When we tested it on our CKD dataset, 
Boruta performed better than RFE in detecting relevant 
and irrelevant characteristics. Boruta was an excellent 
fit for our dataset because of its resilience in 
complicated feature interactions and its capacity to 
manage non-linear relationships. Furthermore, Boruta 
demonstrated efficacy in cases where the dataset had 
relevant and noisy characteristics. 

In Figure 5, each histogram represents one of the 
twenty features included in the dataset. The x-axis 
shows the feature values, while the y-axis shows how 
often they occur. It suggests the absence of outliers, 
and the skewness in the feature distributions indicates 
a relatively symmetric pattern. 

Accuracy = True Pos +True Neg
True Pos +True Neg + False Pos + False Neg

 (4) 

Precision = True Pos
True Pos + False Pos

         (5) 

Recall = True Pos
True Pos + False Neg

         (6) 

FScore = 2X Precision X Recall
Precision + Recall

         (7) 

 
Figure 3: Feature Importance Graph using Boruta Method. 
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Figure 4: RFE method Feature Score. 

 

Table 2: Boruta Method Feature Score 

 Feature  meanImp   medianImp   minImp   maxImp   normHits   decision 

1 2.648089   2.757746   0.4239344  4.618911   0.6767677   Rejected  

2 6.794479393   6.776096505  5.264811762   8.052124859  1   Confirmed  

3 13.51221699   13.52946847   11.43714431  15.24718145   1  Confirmed  

4 11.22037475  11.3164117  9.57435126  12.33625622   1   Confirmed  

5 5.591968494   5.606924547   4.610428416  6.624882448   1   Confirmed  

6 6.974420729   7.019035362   5.093922316  8.309885643   1   Confirmed  

7 5.66329417   5.67849841   4.179199421  6.993594095   1   Confirmed  

8 2.337024   2.339759   0.1172789  3.389289  0.6161616   Rejected 

9   2.209811    2.243064    1.0010015    3.194971    0.5656566    Rejected   

10 9.122409835  9.10887171   7.639293553  10.1917889   1   Confirmed  

11 8.098976056   8.140202018   6.244948989  9.714103895   1  Confirmed  

12 13.5033133   13.53778147   12.00107755  14.80026741  1  Confirmed  

13 8.352010786   8.336130196  6.881738209  9.504118438   1   Confirmed  

14 7.917124394   7.867963667  6.788852362  9.016262071   1   Confirmed  

15 12.71933976  12.63822502   11.38235922  14.82353995  1  Confirmed  

16 14.0811054   14.1057367  12.29697066  15.44975835  1  Confirmed  

17 3.420818316   3.249837242  1.067315725  5.001732766  0.909090909  Confirmed  

18 11.48468289   11.42866842  9.88319948  12.88816424  1  Confirmed  

19 10.46986209  10.45011664  8.982997282  12.13038177  1  Confirmed  

20 10.01915779  10.07753625  8.585376088  11.01018682  1  Confirmed  

21 1.676608  1.867675  1.0010015  2.186250  0.3000000  Rejected  

22 1.915084553  1.910700479  0  3.000451001  0.904343434  Confirmed  

23 6.21510273   6.231228097  4.673973975  8.216953805  1  Confirmed  

24 6.635320355  6.664036864  5.234527214  8.092351127  1  Confirmed  
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Figure 5: Feature Normal Distribution PLOT. 

 

 
Figure 6: Shapiro-Wilk Test Score. 

The next critical step is to validate the features 
selected by the hybrid feature selection method. To 
ensure that the selected features have a normal 
distribution, we considered the Shapiro-Wilk statistical 
test [22, 23]. The features found by the hybrid selection 
technique are confirmed to be reliable through this 

validation process. Using the Shapiro-Wilk statistical 
test, we found that the BP test score was 0.8691, SG 
was 0.6888, AL was 0.7944, SU was 0.5636, RBC was 
0.6869, PC was 0.7869, BGR was 0.6516, BU was 
0.6238, SC was 0.7612, SOD was 0.7192, POT was 
0.6267, HEMO was 0.7605, PCV was 0.6235, WC was 
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0.9687, RC was 0.9747, HTN was 0.7389, DM was 
0.9789, APPET was 0.6105, PE was 0.5956 and ANE 
was 0.6112. The 20 features selected through the 
hybrid feature selection method were validated using 
the Shapiro-Wilk statistical test. Results confirm that all 
features are normally distributed, as shown in Figure 6. 

An ensemble deep learning approach was used to 
classify CKD, utilizing a deep neural network with 
varying layer configurations. Hyperparameters such as 
neuron count, activation function, and learning 
algorithm were optimized for accuracy. The model was 
evaluated using accuracy with an 80-20 train-test split. 
Results, shown in Table 3, were compared to Support 
Vector Machine, Logistic Regression, and Random 
Forest, with and without feature selection. 

5. CONCLUSION 

This work proposesd a novel approach for 
categorizing Chronic Kidney Disease (CKD) patients by 
employing a fusion of Boruta and Recursive Feature 
Elimination (RFE) techniques alongside deep learning 
methodologies. The objective was to enhance the 
accuracy and interpretability of the classification model 
by meticulous feature selection and the implementation 
of deep learning methodologies. The proposed study 
employs a hybrid feature selection method to identify 
highly predictive features for Chronic Kidney Disease. 
The effectiveness of the selected features was 
validated using the Shapiro-Wilk test, confirming that all 
20 features are normally distributed. Additionally, an 
ensemble-based deep learning method was proposed 
for CKD classification. The proposed ensemble-based 
deep learning method outperforms SVM LR and RF in 
classifying CKD. This enhanced the model’s capacity 
for pattern extraction and led to greater classification 
accuracy. When applied to the chosen features, the 
deep learning model demonstrated its ability to 

autonomously discover intricate patterns and 
relationships within the CKD data. Based on 
experimental results, we conclude that these features, 
age, pus cell clumps, bacteria, and coronary artery 
disease do not contribute much to accurate 
classification tasks. In the medical field, the proposed 
method’s interpretability was essential. The approach 
provided clarity and helped explain prediction 
outcomes by carefully selecting key variables for CKD 
classification. 
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