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Abstract: Background: Maternal health risk assessment remains a critical challenge in healthcare, particularly in 
resource-limited settings where early identification of high-risk pregnancies can significantly impact maternal and fetal 
outcomes. This study evaluates the performance of multiple machine learning algorithms for predicting maternal health 
risk levels using physiological parameters. 

Methods: We analyzed a dataset of 1014 pregnant women from Kaggle, incorporating six key features: age, systolic 
blood pressure, diastolic blood pressure, blood sugar levels, body temperature, and heart rate. Risk levels were 
classified as mild (0), moderate (1), and severe (2). Four machine learning algorithms were implemented and compared: 
Logistic Regression, Random Forest, Support Vector Machine (SVM), and K-Nearest Neighbors (KNN). 

Results: Random Forest and SVM achieved perfect classification performance with 100% accuracy, precision, recall, 
and F1-scores across all risk categories. Logistic Regression demonstrated strong performance with 98% overall 
accuracy, showing minor challenges in recall for moderate risk cases (93%). KNN achieved 98% accuracy with balanced 
performance across risk categories, though slightly lower precision for mild risk cases (95%). 

Conclusion: Machine learning algorithms, including Random Forest and SVM, show promise in predicting maternal 
health risks; however, further validation across diverse populations is essential before clinical adoption. 
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INTRODUCTION 

Maternal health represents one of the most critical 
public health challenges globally, with approximately 
295,000 women dying from pregnancy-related causes 
each year according to the World Health Organization 
[1]. The burden of maternal mortality and morbidity 
disproportionately affects developing countries, where 
access to quality healthcare services remains limited 
and early risk identification systems are often 
inadequate [2]. The complexity of maternal health 
assessment stems from the multifaceted nature of 
pregnancy-related complications, which can arise from 
various physiological, social, and environmental factors 
that interact in unpredictable ways [3]. 

Traditional approaches to maternal health risk 
assessment rely heavily on clinical expertise and 
standardized protocols that may not adequately 
capture the subtle patterns and interactions between 
multiple risk factors [4]. Healthcare professionals often 
face challenges in processing and interpreting multiple  
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physiological parameters simultaneously, particularly in 
high-volume clinical settings where time constraints 
and resource limitations can compromise the quality of 
risk assessment [5]. This limitation becomes more 
pronounced in rural and underserved areas where 
specialized obstetric expertise may not be readily 
available [6]. 

The advent of artificial intelligence and machine 
learning technologies has opened new avenues for 
enhancing healthcare delivery and decision-making 
processes [7]. Machine learning algorithms possess 
the unique capability to identify complex patterns and 
relationships within large datasets that may not be 
immediately apparent to human observers [8]. In the 
context of maternal health, these technologies offer the 
potential to develop sophisticated risk prediction 
models that can process multiple physiological 
parameters simultaneously and provide accurate risk 
stratification to support clinical decision-making [9]. 

Recent advances in computational healthcare have 
demonstrated the effectiveness of machine learning 
approaches in various medical domains, including 
disease diagnosis, treatment optimization, and 
prognosis prediction [10]. The application of these 
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technologies to maternal health represents a 
particularly promising area of research, given the 
availability of comprehensive physiological monitoring 
data during pregnancy and the clear clinical need for 
improved risk assessment tools. The integration of 
machine learning-based risk prediction systems into 
routine prenatal care could potentially transform the 
landscape of maternal health management by enabling 
earlier intervention and more personalized care 
approaches. 

The physiological parameters commonly monitored 
during pregnancy, including blood pressure 
measurements, blood glucose levels, heart rate, and 
body temperature, provide a rich source of data for 
machine learning analysis. These parameters reflect 
the complex physiological adaptations that occur during 
pregnancy and can serve as early indicators of 
developing complications. The challenge lies in 
effectively integrating these multiple data streams to 
create comprehensive risk profiles that accurately 
reflect the likelihood of adverse maternal outcomes. 

Objectives 

The primary objective of this study was to evaluate 
and compare the performance of four distinct machine 
learning algorithms in predicting maternal health risk 
levels using physiological parameters collected during 
pregnancy. Specifically, we aimed to assess the 
classification accuracy, precision, recall, and F1-score 
performance of Logistic Regression, Random Forest, 
Support Vector Machine, and K-Nearest Neighbors 
algorithms. 

The secondary objective focused on determining 
the most effective algorithmic approach for 
implementing automated maternal health risk 
assessment systems in clinical practice, with particular 
attention to the practical implications of model 
performance characteristics for real-world healthcare 
applications. 

METHODOLOGY 

The study utilised the publicly available Maternal 
Health Risk Dataset (Ahmed, 2020) from the UCI 
Machine Learning Repository. This dataset consists of 
records from 1,014 pregnant women attending 
community health programmes in rural Bangladesh 
between 2016 and 2019. The variables included 
maternal age, systolic and diastolic blood pressure, 
blood sugar level, body temperature, and heart rate. 
Maternal risk was categorised into low, mid, and high 

based on established clinical screening guidelines. The 
study population largely represented rural and semi-
urban women from low- to middle-income 
backgrounds, including teenage pregnancies as well as 
advanced maternal age groups. However, additional 
socio-demographic indicators such as parity, income, 
and occupation are not provided in the public dataset. 
The dataset encompassed six primary features that 
serve as fundamental indicators of maternal health 
status during pregnancy. These features included 
maternal age, which represents a well-established risk 
factor for pregnancy complications, with both advanced 
maternal age and teenage pregnancies associated with 
increased risks. Systolic and diastolic blood pressure 
measurements were included as critical indicators of 
cardiovascular adaptation during pregnancy, with 
hypertensive disorders representing leading causes of 
maternal morbidity and mortality globally. Blood sugar 
levels were incorporated to capture metabolic changes 
and potential gestational diabetes mellitus, a condition 
that affects approximately 6-9% of pregnancies 
worldwide. Body temperature served as an indicator of 
potential infections or inflammatory processes that 
could compromise maternal health. Heart rate 
measurements reflected cardiovascular adaptation and 
stress responses during pregnancy. 

The target variable represented maternal health risk 
levels categorized into three distinct classes: mild risk 
(labeled as 0), moderate risk (labeled as 1), and severe 
risk (labeled as 2). This classification system provided 
a clinically relevant framework for risk stratification that 
aligns with standard obstetric practice guidelines and 
enables targeted intervention strategies based on risk 
severity. 

Data preprocessing involved comprehensive quality 
assessment and cleaning procedures to ensure dataset 
integrity and algorithm performance optimization. 
Missing values were systematically identified and 
addressed through appropriate imputation techniques 
where necessary. Feature scaling and normalization 
procedures were applied to ensure optimal 
performance across all machine learning algorithms, 
particularly for distance-based methods such as K-
Nearest Neighbors and Support Vector Machines. 

The machine learning implementation strategy 
involved training and evaluation of four distinct 
algorithms, each selected based on their proven 
effectiveness in medical classification tasks and their 
complementary algorithmic approaches. Logistic 
Regression was chosen as a baseline linear 
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classification method that provides interpretable results 
and serves as a standard benchmark in medical 
applications. Random Forest was selected for its 
ensemble approach that combines multiple decision 
trees to improve prediction accuracy and reduce 
overfitting risks. Support Vector Machine was included 
for its effectiveness in high-dimensional classification 
tasks and its robust performance with complex decision 
boundaries. K-Nearest Neighbors was chosen as a 
non-parametric approach that makes predictions based 
on local data patterns and similarity measures. 

Model training and evaluation followed a stratified 
validation strategy to ensure reliability and minimise 
overfitting. The dataset was first divided into 80% 
training and 20% testing sets using stratified sampling 
so that the proportions of mild, moderate, and severe 
risk cases remained balanced. Within the training set, a 
10-fold stratified cross-validation approach was 
employed, ensuring that each fold preserved the class 
distribution while sequentially serving as validation 
data. Hyperparameter tuning was performed within this 
framework. The final performance metrics reported in 
this study were derived from the independent 20% 
held-out test set. Performance evaluation 
encompassed multiple metrics including accuracy, 
precision, recall, and F1-score, providing 
comprehensive assessment of algorithm effectiveness 
across different performance dimensions. 

RESULTS 

The comparative analysis of machine learning 
algorithms revealed distinct performance patterns 
across the four implemented approaches, with notable 
variations in their ability to accurately classify maternal 
health risk levels. The comprehensive evaluation 
provided insights into the relative strengths and 
limitations of each algorithmic approach in the context 
of maternal health risk prediction. 

Logistic Regression demonstrated strong overall 
performance with an accuracy rate of 98% (0.98), 
indicating its effectiveness as a baseline approach for 
maternal health risk classification. The algorithm 
achieved perfect precision and recall scores of 100% 
(1.00) for mild risk cases (class 0), successfully 
identifying all 81 cases without any false positives or 
false negatives. For moderate risk cases (class 1), the 
algorithm maintained perfect precision of 100% (1.00) 
but showed a slight decrease in recall to 93% (0.93), 
suggesting some challenges in identifying all moderate 
risk cases among the 67 instances in this category. 

The F1-score for moderate risk cases was 96% (0.96), 
reflecting the balanced consideration of both precision 
and recall performance. Severe risk cases (class 2) 
were handled effectively with 92% (0.92) precision and 
perfect 100% (1.00) recall, resulting in an F1-score of 
96% (0.96) across the 55 severe risk instances (Figure 
1). 

Table 1: Logistic Regression 

 precision recall f1-score support 

0 1.00 1.00 1.00 81 

1 1.00 0.93 0.96 67 

2 0.92 1.00 0.96 55 

accuracy   0.98 203 

macro avg 0.97 0.98 0.97 203 

weighted avg 0.98 0.98 0.98 203 

 

 
Figure 1: Logistic regression. 

 

Random Forest achieved exceptional performance 
across all evaluation metrics, demonstrating perfect 
classification capability with 100% (1.00) accuracy, 
precision, recall, and F1-scores for all risk categories. 
This outstanding performance encompassed all 81 mild 
risk cases, 67 moderate risk cases, and 55 severe risk 
cases, indicating the algorithm's superior ability to 
capture complex patterns and relationships within the 
maternal health data. The ensemble approach of 
Random Forest, which combines multiple decision 
trees, appeared particularly well-suited to the 
multifaceted nature of maternal health risk factors and 
their interactions (Figure 2). 
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Table 2: Random Forest 

 precision recall f1-score support 

0 1.00 1.00 1.00 81 

1 1.00 1.00 1.00 67 

2 1.00 1.00 1.00 55 

accuracy   1.00 203 

macro avg 1.00 1.00 1.00 203 

weighted avg 1.00 1.00 1.00 203 

 

 
Figure 2: Random Forest. 

Support Vector Machine matched the exceptional 
performance of Random Forest, achieving perfect 
100% (1.00) scores across all evaluation metrics for all 
risk categories. The SVM algorithm successfully classi-
fied all instances across the three risk levels without 
any misclassification errors, demonstrating its effective-
ness in handling the complex decision boundaries 
inherent in maternal health risk assessment. This 
performance suggests that the physiological parame-
ters in the dataset exhibit clear separability characteri-
stics that SVM could effectively exploit through its 
mathematical optimization approach (Figure 3). 

Table 3: SVM 

 precision recall f1-score support 

0 1.00 1.00 1.00 81 

1 1.00 1.00 1.00 67 

2 1.00 1.00 1.00 55 

accuracy   1.00 203 

macro avg 1.00 1.00 1.00 203 

weighted avg 1.00 1.00 1.00 203 

 
Figure 3: SVM. 

K-Nearest Neighbors demonstrated robust 
performance with 98% (0.98) overall accuracy, though 
with some variation across different risk categories. For 
mild risk cases (class 0), KNN achieved 95% (0.95) 
precision with perfect 100% (1.00) recall, resulting in a 
98% (0.98) F1-score across the 81 instances. 
Moderate risk classification showed perfect precision of 
100% (1.00) with 94% (0.94) recall, yielding a 97% 
(0.97) F1-score for the 67 moderate risk cases. Severe 
risk cases were classified with perfect precision and 
recall of 100% (1.00), achieving a perfect F1-score of 
100% (1.00) for all 55 severe risk instances (Figure 4). 

Table 4: KNN 

 precision recall f1-score support 

0 0.95 1.00 0.98 81 

1 1.00 0.94 0.97 67 

2 1.00 1.00 1.00 55 

accuracy   0.98 203 

macro avg 0.98 0.98 0.98 203 

weighted avg 0.98 0.98 0.98 203 

 

The macro-averaged performance metrics revealed 
consistent patterns across algorithms, with Random 
Forest and SVM achieving perfect 100% (1.00) macro 
averages for all metrics. Logistic Regression achieved 
macro averages of 97% (0.97) for precision, 98% 
(0.98) for recall, and 97% (0.97) for F1-score. KNN 
demonstrated balanced macro-averaged performance 
with 98% (0.98) across all metrics. The weighted 
averages, which account for class distribution 
imbalances, showed similar patterns with Random 
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Forest and SVM achieving perfect scores, while 
Logistic Regression and KNN both achieved 98% 
(0.98) weighted averages across all performance 
metrics. 

DISCUSSION 

The remarkable performance achieved by multiple 
machine learning algorithms in this study demonstrates 
the significant potential for automated maternal health 
risk assessment systems in clinical practice. The 
exceptional results obtained, particularly the perfect 
classification performance of Random Forest and 
Support Vector Machine algorithms, suggest that the 
physiological parameters included in this analysis 
contain sufficient discriminatory information to enable 
highly accurate risk stratification [12]. This finding 
aligns with previous research indicating that machine 
learning approaches can effectively capture complex 
patterns in healthcare data that may not be 
immediately apparent through traditional statistical 
methods [13]. 

The superior performance of ensemble methods, 
particularly Random Forest, reflects the inherent 
complexity of maternal health risk factors and the 
benefits of combining multiple decision-making 
perspectives [14]. Random Forest's ability to handle 
feature interactions and non-linear relationships while 
maintaining resistance to overfitting makes it 
particularly suitable for medical applications where 
robustness and reliability are paramount [15]. While 
Random Forest and SVM achieved perfect 
performance in this dataset, it is important to interpret 
these results with caution. The dataset used is 
relatively small, well-curated, and may have inherent 

separability between classes, which could simplify 
classification. Such conditions are not always seen in 
real-world clinical data, where heterogeneity, missing 
values, and noise are common. Therefore, the present 
results should be considered as an encouraging proof-
of-concept, but not as a direct reflection of clinical 
practice. Overfitting cannot be fully excluded despite 
the use of stratified cross-validation, and external 
validation on larger and more heterogeneous 
populations is required before these methods can be 
recommended for routine practice. External validation 
using larger and more diverse datasets is essential to 
establish the robustness and generalisability of these 
findings. This capability is especially valuable in 
maternal health, where risk factors often interact in 
complex ways that challenge traditional linear 
assessment approaches [16]. 

Support Vector Machine's equally impressive 
performance demonstrates the effectiveness of 
maximum margin classification principles in maternal 
health applications [17]. The algorithm's ability to find 
optimal decision boundaries in high-dimensional 
feature spaces appears particularly well-suited to the 
multidimensional nature of maternal health 
assessment, where multiple physiological parameters 
must be considered simultaneously [18]. The perfect 
classification results suggest that clear separability 
exists between risk categories when physiological 
parameters are appropriately analyzed, supporting the 
feasibility of implementing automated risk assessment 
systems in clinical settings [19]. 

The strong performance of Logistic Regression, 
despite being a relatively simple linear approach, 
indicates that maternal health risk factors exhibit some 
degree of linear separability that can be effectively 
captured through traditional statistical methods [20]. 
However, the slight decrease in recall for moderate risk 
cases (93%) suggests that intermediate risk levels may 
present more challenging classification scenarios 
where the boundaries between risk categories become 
less distinct. This finding has important clinical 
implications, as moderate risk cases represent a critical 
population requiring careful monitoring and potential 
intervention to prevent progression to severe 
complications [21]. 

K-Nearest Neighbors' robust performance 
demonstrates the effectiveness of instance-based 
learning approaches in maternal health applications, 
where similar physiological profiles may indicate 
comparable risk levels. The algorithm's reliance on 

 
Figure 4: KNN. 
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local data patterns and similarity measures appears 
well-suited to capturing the heterogeneous nature of 
maternal health presentations while maintaining good 
generalization capabilities. However, the slight 
variations in performance across risk categories 
suggest that some risk levels may have more distinct 
clustering patterns than others, which could influence 
the algorithm's effectiveness in different clinical 
scenarios. 

The clinical implications of these findings are 
substantial, particularly for healthcare systems seeking 
to implement evidence-based risk stratification tools. 
The high accuracy rates achieved across multiple 
algorithms suggest that automated maternal health risk 
assessment could serve as a valuable clinical decision 
support tool, potentially enhancing the consistency and 
objectivity of risk evaluation processes. This capability 
becomes especially important in settings where 
specialized obstetric expertise may not be readily 
available, such as rural healthcare facilities or primary 
care environments where general practitioners provide 
maternal health services. 

The perfect classification performance achieved by 
Random Forest and SVM algorithms raises important 
questions about the generalizability of these results to 
real-world clinical populations. While these results are 
encouraging, it is essential to validate these findings 
across diverse populations and clinical settings to 
ensure robust performance across different 
demographic groups and healthcare environments. The 
dataset used in this study, while comprehensive, 
represents a specific population that may not fully 
capture the diversity of maternal health presentations 
encountered in global healthcare practice. Although 
stratified sampling was used to maintain class 
proportions, the absence of oversampling or hybrid 
imbalance correction techniques may limit applicability 
to more skewed datasets. Future work should consider 
approaches such as SMOTE, ADASYN, or cost-
sensitive learning to enhance robustness in settings 
with highly imbalanced maternal health records. A 
limitation of this study is that performance metrics were 
reported only for the held-out test set, without parallel 
presentation of cross-validation or training results. 
Although the stratified 10-fold validation procedure 
reduces the risk of overfitting, external validation using 
larger and more diverse maternal health datasets is 
essential to confirm the robustness and generalisability 
of the models. One more limitation of this study is the 
restricted socio-demographic information available in 
the public dataset. Factors such as parity, nutritional 

status, and socio-economic background, which also 
influence maternal outcomes, were not captured and 
hence could not be analysed. 

From a healthcare implementation perspective, the 
computational requirements and interpretability 
characteristics of different algorithms present important 
considerations for practical deployment. While Random 
Forest and SVM achieved superior performance, the 
black-box nature of these algorithms may present 
challenges in clinical environments where healthcare 
providers require understanding of the decision-making 
process. Logistic Regression, despite slightly lower 
performance, offers greater interpretability and may be 
more suitable for settings where clinical transparency 
and explainability are prioritized. Another important 
consideration is model interpretability, which is crucial 
for clinical translation. While this study primarily 
focused on benchmarking the predictive performance 
of different machine learning algorithms, methods such 
as SHAP (SHapley Additive exPlanations) and LIME 
(Local Interpretable Model-Agnostic Explanations) 
could provide valuable insights into the relative 
contribution of individual physiological parameters to 
maternal risk predictions. Incorporating such 
techniques in future work will help elucidate how key 
features, including blood pressure, blood sugar, heart 
rate, and maternal age, drive algorithmic decisions, 
thereby enhancing both clinical trust and practical 
adoption of these systems. 

The implications for healthcare policy and resource 
allocation are equally significant. The demonstrated 
effectiveness in this dataset highlights the potential of 
machine learning for maternal health risk assessment. 
However, wider adoption will require further validation 
on larger, heterogeneous datasets before strong policy 
or investment decisions can be drawn. The potential for 
these systems to enhance care quality while potentially 
reducing costs through more efficient risk stratification 
and resource allocation presents compelling economic 
arguments for adoption. 

Future research directions should focus on 
expanding the scope of physiological parameters 
included in risk assessment models, investigating the 
temporal dynamics of risk factors throughout 
pregnancy, and evaluating the integration of these 
automated systems into existing clinical workflows. 
Additionally, research into the cost-effectiveness of 
implementing such systems and their impact on clinical 
outcomes would provide valuable evidence for 
healthcare decision-makers considering adoption of 
these technologies. 
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