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Abstract: The primary purpose of this study was to investigate the relationships between the financial and business 
cycles in Turkey. A quarterly dataset was used for the analysis that covers the period from 1998Q1 to 2014Q4. The 
cycles were obtained with a Hodrick-Prescott (HP) filter design. The concordance index values, cross-correlation values 
and Dynamic Conditional Correlation (DCC) model were used to identify the characteristics of the relationships between 
the financial and business cycles. The empirical results revealed that the financial and business cycles are highly 
synchronized in Turkey. The results also indicate that while the credit volume cycle is the leading factor of the GDP 
cycle, the GDP cycle leads from the BIST 100 cycle in Turkey. The last significant conclusion is that the positive and 
high dynamic conditional correlations between the financial and business cycles experienced a break during the 2008 
global crisis.  
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INTRODUCTION 

Many researchers argue that cyclical patterns exist 

in financial and economic series (Avouyi-Dovi and 
Matheron, 2005; Besomi, 2006; Christiano et al., 2010; 
Adrian et al., 2010; Woodfort, 2010; Egert and 
Sutherland, 2012; Claessens et al., 2012; Borio, 2014). 
Burns and Mitchell (1946) defined such cycles as an 
indicator of aggregate economic activity.  

Debates in this area have focused on the role of 
financial reasons in recession problems faced by both 

developed and emerging economies. There are two 
main arguments for explaining this role. First, asset 
prices increase improperly to economic realities, which 
lead to a bubble. The explosion of this bubble leads to 
a decrease in investments, which narrows the financing 
opportunities and a recession problem arises. Second, 

changes in stock prices and credit conditions affect 
total economic activity by modifying the goods and 
services prices. That being said, the change in real 
economic activity may result from the changes in the 
stock prices and the credit providing behavior of the 
banks, because of the risk perception and risk taking 

incentives (Avouyi-Dovi and Matheron, 2005; Egert and 
Sutherland, 2012).  

Turkey is an important emerging economy for many 
reasons. One is that after the major financial crisis in 
2001, Turkey restructured its banking system and tried 
to form a strong financial sector. In response, Turkey  
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grew stably from 2002 until 2008, when it faced the 
global economic crisis (6.2% in 2002; 5.3% in 2003; 
9.4% in 2004; 8.4% in 2005; 6.9% in 2006 and 4.7% in 
2007)1. Following the global economic crisis, the 
current account deficit and the foreign debt stock rose 

rapidly. Hence, the most important risk for Turkey at 
that time was the use of portfolio investments to 
finance the deficit. This may have led the risk 
perception of foreign investors to increase, due to the 
aforementioned reasons. The growth rate is negatively 
affected by these issues (Taban, 2011). In addition to 

foreign investors, the risk perception of banks also 
increased after the global economic crisis. That being 
said, the total credit volume provided by the banks was 
practically constant until the end of 2009, when various 
difficulties arose to finance new investments. Hence, 
an analysis of the relationship between the financial 

and business cycles in Turkey would be beneficial. 
Consequently, this paper investigates the interactions 
between the business and financial cycles in Turkey.  

While the gross domestic product (GDP) and 
household consumption variables are used for 
business cycles, financial cycles are based on the 
credit volume and BIST 100 variables. As such, in this 
investigation, the Hodrick-Prescott filter (hereafter HP 

filter) is used to obtain the cyclical components of the 
variables. We apply the Bry and Boschan (BB) 
algorithm to date the turning points of the cycles and 
calculate the concordance index as an indicator of the 
accordance. The time varying correlations between the 

                                            

1The growth rates were obtained from the Turkish Statistical Institute. 
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business and financial cycles are analyzed with Engle’s 
(2002) dynamic conditional correlation (DCC) model. 

This study contributes to the literature by answering 
the following three questions: (1) How synchronized 

are financial and business cycles? (2) Are there any 
leading or lagging relationships between financial and 
business cycles? (3) What are the time varying 
(dynamic) conditional correlation paths between 
financial and business cycles and are there any 
significant breaks in the paths?  

The remainder of the paper is organized as follows. 
Section 2 reviews the related literature. Section 3 

introduces the details of the empirical methodology. 
Section 4 provides the data and empirical results and 
Section 5 concludes the paper.  

LITERATURE REVIEW 

Borio (2014, p.183) stated that macroeconomics 

without the financial cycle is like Hamlet without the 

Prince. This idea is not new. Fisher (1933) and Keynes 
(1936) investigated the interactions between 
macroeconomic and financial developments during the 
Great Depression. In recent years, Cochrane (2006), 
Gilchrist and Zakrajsek (2009), Adrian et al. (2010), 
Christiano et al. (2010), Ng (2011), Drehmann et al. 
(2012), Egert and Sutherland (2012), Claessens et al. 
(2012), Avouyi-Dovi and Matheron (2005), Borio et al. 
(2013), and Borio (2014) also investigated the 
relationships between financial and macroeconomic 
issues. 

In order to better understand the link between 
financial and business cycles, it is first necessary to 
define the main features of financial and business 
cycles. Although business cycles are frequently 
investigated in the literature, the numbers of studies for 
understanding the properties of financial cycles are not 
sufficient.  

Claessens et al. (2011a) analyzed the frequency, 
duration, amplitude and slope of financial cycles for 21 
advanced OECD countries. Egert and Sutherland 
(2012) investigated the main characteristics of financial 
and business cycles and measured the degree of 
synchronization between these cycles in OECD 
countries. Borio (2014) and Drehmann et al. (2012) 
also contributed to the literature by trying to detect the 
core empirical features of financial cycles for better 
modeling strategies.  

As the main pillars of a financial system, banks and 
capital markets possibly influence real economic 

activity. According to Egert and Sutherland (2012), this 
mechanism works through the bank lending channel 

and balance sheet channel. Bank credit cycles can 
move in the same direction as the cycles in the real 
economy. Hence, this pro-cyclical feature of the 
banking sector may boost the real cycle.  

Asea and Blomberg (1998) provide empirical results 
for the United States (USA) about the pro-cyclical 
behavior of bank credits. They report that there is 
feedback from the real cycle to the bank credits. 

Schularic and Taylor (2009) show some evidence that 
the financial system generates an economic instability 
through endogenous credit booms. Ayuso et al. (2004) 
indicate that the demand for, and supply of, bank 
credits oscillates over the cycle, because credit 
demand is connected with production and investments. 

Gonzales and Reyes (2011) investigated the bank-firm 
relationships over the business cycle in Colombia and 
suggest that the number of bank relationships is 
counter-cyclical. 

The vast numbers of related studies try to provide 

empirical results for a better understanding of the link 

between financial and macroeconomic issues. Avouyi-

Dovi and Matheron (2005) investigated the co-

movements between stock prices, real activity and the 

interest rate on the business cycle frequency for the 

USA, France, Germany, the United Kingdom (UK) and 

Italy. They found no strong relationship between stock 

prices and the level of real activity in the business cycle 

frequency in France, Germany, the UK or Italy, but a 

strong relationship did exist in the USA.  

Borio et al. (2013) argued that financial factors play 

a significant role in the fluctuations of the business 

cycle. They performed an empirical analysis on data in 

the USA, UK and Spain and found that for financial 

cycle information, the behavior of credit and property 

prices could be used to explain a substantial part of the 

cyclical movements in output.  

Ng (2011) explored the role of financial cycle 

measures to forecast the output GDP growth rate and 

concluded that including financial cycles in the 

estimation equations promotes the forecasting 

performance for the short horizons. Christiano et al. 

(2010) investigated whether financial market shocks 

affect business cycle fluctuations for Europe and the 

USA. Their findings show that financial shocks are 

important factors that explain changes in the 

macroeconomic variables.  
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Gilchrist and Zakrajsek (2009) estimated the 
dynamic stochastic general equilibrium (DSGE) model 

by using quarterly data for the USA to determine the 
significance of the financial factors in the business 
cycle fluctuations. They suggest that financial 
disruptions play an important role in declines in output 
growth. Claessens et al. (2011b) analyzed interactions 
between business and financial cycles for 44 countries, 

using extensive quarterly data and they found evidence 
that there are strong relationships between these 
cycles.  

A substantial part of the empirical studies were 
devoted to measuring the degree of synchronization 
between the different cycles. Harding and Pagan 
(2002a, 2002b, 2006) proposed cycle dating algorithms 
and a concordance index calculation method to 

determine the level of synchronization. Candelon et al. 
(2008) tailored the generalized method of moments 
(GMM) to measure the cyclical stock market 
synchronization.  

Giannone et al. (2009) and Morgan et al. (2004) 
developed business cycle synchronization measures. 
Kang (2011) investigated the lead-lag relationships in 
international business cycles. Kalemli-Ozcan et al. 

(2009) tried to explain the effect of financial integration 
on the degree of business cycle synchronization by 
using a panel of twenty developed countries. Unlike 
traditional cross-sectional studies, their results 
indicated that a higher degree of financial integration 
leads to less synchronized output cycles.  

Claessens et al. (2011a) studied the 

synchronizations of financial cycles within and across 

countries. Artis et al. (2011) contributed to the literature 

by analyzing business cycle co-movements for 25 

advanced and emerging economies including 

Turkey.Avouyi-Dovi and Matheron (2005) measured 

the concordance between financial and business 

cycles. Gachter et al. (2012) investigated the business 

cycle synchronization in the Euro area and analyzed 

the effect of the global economic crisis in 2008 on the 

synchronization pattern of business cycle 

synchronization.  

Although numerous papers have been written on 

the relationship between financial and business cycles, 

the empirical and theoretical literature has remained 

scant for the Turkish economy. Duval et al. (2014) 

examined the effect of trade integration on business 

cycle synchronization for 63 advanced and emerging 

economies and suggested that there is a strong 

positive impact of trade intensity on business cycle 

synchronization. Akkoyun et al. (2014) analyzed the 

business cycle synchronization of the Turkish economy 

with the Euro zone and the USA by using wavelet 

methodology. They concluded that the correlation 

between the Turkish-Euro zone and Turkish-USA 

cycles increased after the 2001 crisis. Since 

aforementioned studies either estimated the 

relationship between trade integration and business 

cycle synchronization or business cycle 

synchronizations of theTurkish economy and Euro 

area, they did not concentrate on financial indicators 

which are quite important for the Turkish economy, 

especially after the global financial crisis. Additionally, 

the financial structure of the Turkish economy has 

changed after the global financial crisis: the share of 

FDI flows in total capital flows has decreased while the 

share of the portfolio flows has increased following the 

global economic crisis in 2008. Therefore, this paper 

applies the DCC model in order to seize possible 

synchronizations between financial and business 

cycles which are important to understanding the 

structure of the Turkish economy 

METHODOLOGY 

Measurement of Business and Financial Cycles 

The main philosophy of measuring any cycle is the 
elimination of trends from the time series. The cyclical 
component of any time series can be achieved by 
subtracting the trend from the variable. Thus, this 
process allows for keeping only the fluctuations around 

the trend. In the literature, the most popular filtering 
methods used to obtain the cyclical components of any 
time series are the HP filter, the Baxter-King band-pass 
filter and the Christiano-Fitzgerald band-pass filter 
(Gachter et al., 2012).  

In this study, we tried to obtain the cyclical 
components of the corresponding variables by using an 
HP filter. The main idea for selecting the HP filter is the 

easy usage and comparability of the results between 
similar studies.  

Massman and Mitchell (2004) proposed that the 
selection of any filtering method does not have any 
significant effect on the results. That being said, the HP 
filter removes a trend ( t )  from the time series yt , 

where yt = t + ct ct  represents the deviations from the 

trend, which is the cyclical component of the yt . In this 
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framework, the trend part of the time series can be 
determined by solving the following minimization 
problem (Hodrick and Prescott, 1997). 

  

Min
{

t
}

t= 1
T

c
t

2

t=1

T

+ [(
t t 1

) (
t 1 t 2

)]2

t=1

T

       (1) 

where: ct = yt t  is the smoothing parameter and 

penalizes the variability in the trend, relative to the 
cyclical component. In many empirical studies,  = 
1600 for quarterly data (Ravn and Uhlig, 2002). 2 

Dating the Turning Points and the Concordance 
Index 

In previous empirical studies related to business 
cycles, the turning points of the cycles are dated. The 
most popular method for performing this task was 
introduced by Bry and Boschan (BB) (1971). The BB 
algorithm requires a search for the maximum and 
minimum points over the investigated period for a 

monthly series. Harding and Pagan (2002a) tailored the 
BB algorithm and developed the quarterly version of 
the BB algorithm called the BBQ.  

In this study, the BBQ algorithm is used to identify 
the turning points of the financial and business cycles. 
According to the BBQ algorithm, the series yt  has a 

local maximum at time t, if the following conditions are 
provided (Claessens et al., 2011a): 

{(yt yt 2 ) > 0, (yt yt 1 ) > 0 and

(yt+2 yt ) < 0, (yt+1 yt ) < 0}.
         (2) 

By using the same logic, it can be said that local 
minimum appears at time t if: 

{(yt yt 2 ) < 0, (yt yt 1 ) < 0 and

(yt+2 yt ) > 0, (yt+1 yt ) > 0}.
          (3) 

After identifying the peak and trough points, the 
contraction and expansion phases for our variables can 
easily be defined.  

In this study, the concordance index developed by 
Harding and Pagan (2002a, 2006) is used as a 
concordance indicator between the business and 

financial cycles. The concordance index points out the 

                                            

2Hodrick and Prescott (1997) provide detailed information about the 
decomposition procedure of the HP filter and the selection method of the 
smoothing parameter. They also show how sensitive the results are to the 
value of the selected smoothing parameter. Ravn and Uhlig (2002) adjust the 
HP filter for the different frequencies of observations.  

average number of periods in which two variables (x 
and y) concur at the same phase of the cycle. It is 

calculated as follows (Avouyi-Dovi and Matheron, 
2005): 

CIxy =
1

T
St
x .St

y
+ (1 St

x )(1 St
y )

t=1

T
        (4) 

where: 

St
x
=
1, if x is in expansion at time t

0,otherwise
         (5) 

and 

St
y
=
1, if y is in expansion at time t

0,otherwise
         (6) 

The concordance index value changes from 0 to 1. 

If it is equal to 1, the investigated variables are always 
in the same phase. A value of 0 indicates that the 
variables are always in opposite phases.  

Dynamic Conditional Correlations 

The relationships between variables don’t remain 
the same for a long period of time. However, the time 
varying relationships between the variables may 
sometimes have more explanatory power (Lebo and 
Steffensmeier, 2008; Akar, 2011).  

One of the most popular models currently used to 
determine the time varying correlations between the 
variables is Engle’s (2002) DCC model. The DCC 

model is a typical multivariate generalized auto 
regressive conditional heteroskedastic (GARCH) 
model. The main advantage of the DCC model over 
other multivariate GARCH models is that the number of 
parameters to be estimated is limited. In practice, some 
restrictions may be imposed on the model to serve the 
aim of parameter reducing. 

In this study, the following dynamic conditional 

correlation (DCC) specification of the M dimensional 
multivariate GARCH (1, 1) model is used to determine 
the dynamic conditional correlations (Seo et al., 2009): 

Yt = 0 + 1Yt 1 + t t ~ N(0,Ht )           (7) 

Ht = t Rt t             (8) 

 
t = diag h11,t , h22,t , hMM ,t{ }          (9) 

 
hii,t = wi + ihii,t 1 + i i,t 1

2 i = 1, 2……M        (10) 
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Rt = (diag{Qt})
1/2Qt (diag{Qt})

1/2        (11) 

Qt = (1 )Q + ut 1ut 1
'

+ Qt 1        (12) 

where: 
 
Yt = (Y1,t ,Y2,t …,YM ,t )  and 

 
t = ( 1,t , 2,t …, M ,t )  

are Mx1  vectors. Ht  is the conditional covariance 

matrix of the random vector t  and 

ut = ( 1,t / h11,t , 1,t / h11,t i,t / hMM ,t )  is a vector that 

contains the standardized values of t . Rt  is the time 

varying correlation matrix and Qt  is the positive definite 

symmetric matrix. Q  represents the unconditional 

variance matrix of ut .  and  are scalars, 

0, 0  and + < 1,  for the positive definiteness 

of a conditional correlation matrix. The time varying 
elements of Yt , ij ,t  are:  

ij ,t =
qij ,t
qii,tq jj ,t

          (13) 

where: qij ,t  is the i -j th element of Qt . To estimate the 

unknown parameters, the following likelihood function 
is maximized by applying iterative numerical 
techniques: 

L( ) =
1

2
(M log(2 ) + 2 log( tt=1

T
) + log( Rt ) + utRt

1ut ) (14) 

where T is the number of observations and M is the 
number of the variables in the system;  denotes all 
parameters to be estimated in the system. 

DATA AND EMPIRICAL RESULTS 

The data used in the study includes real quarterly 

GDP, household consumption, total credit volume and 
the BIST -100 index series for Turkey. The dataset 
extends from 1998Q1 to 2014Q4 and was gathered by 
the Central Bank of the Republic in Turkey by means of 
an electronic data delivery system. We use GDP and 
household consumption to study the business cycle. 

These variables are common measures used to track 
the total economic activity in empirical studies. For 

financial cycles, we use two variables: the total credit 
volume on the private sector by the deposit money 

banks and the BIST-100 Index. All variables are 
seasonally adjusted and logarithmic growth rates of 
them are used in the empirical analysis. The summary 
statistics of the seasonally adjusted growth rates of the 
variables reported in Table 1. 

The first step of the empirical analysis is to obtain 
the cyclical components of the investigated variables. 
After applying the HP filter, the cycles are obtained 

(Figure 1). Figure 1 also illustrates the turning points for 
the expansion and recession periods.  

In the second step of the analysis, the concordance 
index value of the cycles is calculated according to the 
aforementioned procedure. The concordance index 
matrix is presented in Table 2. The degree of 
synchronization between the cycles varies from 0.529 
to 0.824. As we expected, the synchronization between 

GDP and the household consumption cycles is high. 
The concordance index value of 0.824 indicates that 
82.4 percent of the time, these two cycles are in the 
same phase. On the other hand, the lowest 
concordance index is 0.529; this was observed for 
cycles between the credit volume and BIST-100.  

To determine the synchronization between the 
business and financial cycles, it is necessary to 

evaluate the concordance index value of the cycles 
GDP-Credit volume, GDP-BIST-100, household 
consumption-credit volume and household 
consumption-BIST100. These values are 0.765, 0.647, 
0.618 and 0.706, respectively. These results imply that 
the GDP cycle and credit volume cycles are highly 

synchronized. The other values also imply that the 
synchronization degree between the financial and 
business cycles is high. Hence, it can be concluded 
that average 68.4 percent of the time, business and 
financial cycles are in the same phase.  

The third step of the study attempted to understand 
the lead-lag relationships of the financial and business 
cycles. Table 3 presents the cross-correlation matrix of 

Table 1: Summary Statistics for Seasonally Adjusted Growth Rates of the Variables 

 GDP Consumption BIST Credit 

Mean 0.865719 0.865812 4.814116 7.157205 

Median 1.078291 1.027412 4.452404 7.214957 

Standard Deviation 2.287933 2.371286 17.68851 5.133409 

Skewness -0.840972 -0.328269 0.251105 -0.344815 

Kurtosis 3.725269 2.797611 4.290067 3.642008 
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Figure 1: Turning Points of the Business and Financial Cycles in Turkey. 

the business and financial cycles. GDP and the 
household consumption cycles were found to be 
strongly and positively correlated at the lag of -1, 0  
and 1.  

If we look at the cross-correlations between the 
GDP cycle and credit volume cycle, the cross 
correlations values of the lags -3,-2 and -1 are 0.440, 
0.474, and 0.483 respectively. These findings show 

that the GDP cycle lags from the credit volume cycle. In 
other words, the credit volume cycle is the leading 
factor of the GDP cycle.  

The cross-correlation values for the GDP and BIST 
100 cycles are 0.626 and 0.519 at lags 1 and 2, 
respectively, indicating that the GDP cycle leads from 
the BIST 100 cycle.  
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If we take the household consumption cycle as a 
business cycle, instead of the GDP cycle, the findings 
remain unchanged. The sign and the magnitude of the 

cross-correlation values for household consumption-
credit volume and household consumption –BIST100 
cycles are parallel with the GDP cycle. The cross-
correlation values between the credit volume and 
BIST100 cycles are 0.430 and 0.470 at lags 1 and 2, 
which suggest that the credit volume cycle leads from 
the BIST100 cycle. 

The last step of the empirical analysis was devoted 

to the dynamic conditional correlations. According to 
the estimation results of the DCC model, the dynamic 
conditional correlations of the investigated cycles are 
shown in Figure 2.3 The GDP cycle and the household 
consumption cycle relationship in the examined period 
are positive and strong. The strength of the relationship 

showed an increasing pattern between the 2003Q1 and 
the 2008Q4, with a 0.78-0.80 correlation coefficient.  

                                            

3The estimation results of the DCC model are not reported to save space. 
Instead, the conditional correlation graphs are presented to analyze the 
dynamic relationships between investigated cycles.  

The relationship between the GDP and credit 
volume cycles was also positive. The strength of the 
correlation was comparatively low until the 2001Q1. 

After this date, the relationship demonstrated an 
increasing trend until the end of 2008. The correlation 
coefficient during this period reached 0.75. At the break 
at the end of 2008, the step back was the correlation 
coefficient of 0.65; it almost remained at the same level 
until the end of the investigated period. A similar 

structure was observed in the relationship between 
household consumption and the credit cycles.  

If we analyze the dynamic conditional correlations 
between GDP-BIST100, household consumption-
BIST100 and the credit volume-BIST100 cycles, we 
observe a weak relationship with a correlation 
coefficient between 0.10-0.40 until the end of 2008. 
After 2008, even this weak relationship was broken and 
the correlations were reduced to almost 0.10 levels. 

A most significant condition observed in Figure 2 is 

the effect on the relationships between the cycles of 
the 2008 global crisis. The global crisis was one of the 
most important break points in the relationships of the 

Table 2: Concordance Index Matrix 

 GDP Consumption Credit BIST100 

GDP 1    

Consumption 0.824* 1   

Credit 0.765* 0.618* 1  

BIST100 0.647* 0.706* 0.529* 1 

*significant at the 5% level. 

 

Table 3: Cross-Correlation Matrix of the Business and Financial Cycles 

 GDPt-p 

p -3 -2 -1 0 1 2 3 

Consumption 0.247* 0.476* 0.666* 0.890* 0.780* 0.621* 0.385* 

Credit 0.440* 0.474* 0.483* 0.430* 0.241* 0.098 -0.081 

BIST100 -0.026 0.110 0.289 0.499* 0.626* 0.519* 0.316 

 Consumptiont-p 

p -3 -2 -1 0 1 2 3 

Credit 0.516* 0.505* 0.469* 0.364* 0.145 0.026 -0.152 

BIST100 0.155 0.264 0.396 0.524* 0.560* 0.473* 0.129 

 Creditt-p 

p -3 -2 -1 0 1 2 3 

BIST -0.065 0.005 0.167 0.316* 0.430* 0.474* 0.458* 

*significant at the 5% level. 
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(Figure 2). Continued. 

 

 

Figure 2: Dynamic Conditional Correlations. 

business and financial cycles. The significant point 
which we shouldpay attention to here is that the 
correlations between all of the cycles decreased after 
the crisis period. In other words, the relationships 
among the cycles broke after the crisis period.  

The results from the findings imply that the 
relationship between credit cycle and the real business 

cycle had been improved especially since the global 
financial crisis. There are two reasons behind this 
result. The first one is that the Central Bank of the 
Republic of Turkey (CBRT) started to implement a 
different monetary policy just following the global 
financial crisis in order to secure financial stability in 

addition to price stability. They constantly started to 
monitor and affect the credit volume and this variable 
became one of the most important variables for 
achieving monetary stability. The second one is that 
the structure of the capital movements has changed 
toward to the emerging economies as well as to 

Turkey. Before theglobal financial crisis, the share of 
the FDI flows was higher in total capital flows in Turkey. 
But after the crisis, the share of the FDI has decreased 
since the speed of privatization has decelerated, 
political tensions has increased, among others. Since it 

is more likely that the FDI flows may increase credit 
volume by decreasing interest rates (by expanding the 
credit facilities), we can provide an explanation to 
softening the relationship between credit cycle and the 
real business cycle since the global financial crisis.  

After the global financial crisis, the share of the 
portfolio investments in total capital flows has raised in 

Turkey, especially since 2009. Since it is clear that this 
kind of speculative movements will tend to awillingness 
to have more returns in the short-run, they will pour in 
BIST rather than banking sector. Hence, there emerges 
negative relationship between credit volume cycle and 
BIST 100 cycle in the periods speculative flows are 
higher than FDI flows. 

CONCLUSIONS 

A significant feature of recessions, faced by both 

advanced and emerging economies, is that they 
generally appear after financial disturbances, such as 
decreasing asset prices. The key role of financial 
issues on recession problems has been discussed 
intensively in the literature during the last decade. The 
studies are mostly oriented to the relationships 
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between business and financial cycles. These 
relationships may be more important for emerging 

economies, due to the possibility of a deeper effect of 
recessions, than for advanced economies.  

In this study, we analyzed the interaction between 
business and financial cycles in Turkey, an important 
emerging economy. Quarterly Turkish data used in this 
paper includes GDP, household consumption, credit 
volume and BIST 100 index variables in the sampling 
period from 1998Q1 to 2014Q4. We used the HP filter 

to obtain business and financial cycles. To investigate 
the link between business and financial cycles, we 
calculated the concordance index values and the 
cross-correlations. We also analyzed the time varying 
dynamic conditional correlations by using the DCC 
model.  

Our findings highlight three main conclusions. First, 
the synchronization degree between financial and 

business cycles in Turkey is high. The empirical results 
suggest that average 68.4 percent of the time, 
business and financial cycles are in the same phase. 
Second, according to the cross-correlation coefficients, 
the credit volume cycle is the leading factor of the GDP 
cycle. In addition, the GDP cycle leads from the BIST 

100 cycle. Third, the time varying conditional 
correlations show that the relationship between the 
GDP cycle and the credit volume cycle is positive and 
strong. A similar condition was observed for the 
household consumption and credit volume cycle.  

The results also revealed that the dynamic 
conditional correlations for GDP-BIST100 and the 
household consumption-BIST100 cycles existed, which 

indicates that the relationship between these cycles is 
weak. The global crisis that occurred at the end of 2008 
was found to be the most important break point for the 
time varying relationships. After this date, the dynamic 
conditional correlations suddenly decreased and 
followed a more stable pattern, until the end of the 
investigated period. 

The results have significant policy implications. 

They are consistent with the view that financial 
disruptions have a great potential to deepen 
recessions. Therefore, policy-makers who try to reach 
goals related to the real economy should take financial 
cycles into account. If the authorities responsible for 
growth and price stability don’t consider the financial 

cycles, they may be successful in the short run, but it 
may lead to larger recessions. Drehman et al. (2012) 
called this phenomenon an “unfinished recession”.  

We recommend that future studies address issues 
about the duration and amplitude of financial and 

business cycles for emerging economies. This kind of 
study design may help to identify the possible timing of 
a future crisis, which can cause serious damage to 
emerging economies.  
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